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1.1 Introduction

Mea»«remcnt techniques have been of immense importance ever since the start of human
civilization, when measurements were first seeded to regulate the transfer of goods in barter
trade in order to ensure that exchanges were fair. The industrial revolution during the 19th
century brought about a rapid development of new instruments and measurement techniques r>
satisfy the needs of industrialized production techniques. Since that time, there has bees a large
and rapid growth in new industrial technology. This has been particularly evident during the last
part of the 20th century because of the many developments in electronics in general and
computers in particular. In turn, this has required a parallel growth in new instruments and
measurement techniques.

The massive growth iatie application of computers to industrial process control and monitoring
tasks has greatly expanded the requirement for instruments to measure, record, and control
process variables. As modem production techniques dictate working to ever tighter accuracy
limits, and as economic forces to reduce prodiction costs become more severe, so the requirement
for instruments to be both accurate and inexpensive becomes ever harder to satisfy. This
latter problem is at the focal point of the research and development efforts of all instrument
manufacturers In the past few years, the most cost-effective means of improving instrument
accuracy has been found in many cases to be the inclusion of digital computing power witiiin
instruments themselves. These intelligent iaatruments therefore feature prominently incurat
instrument manufacturers’ catalogues.

This opening chapter coven some fundamental aspects of measurement, first, we look at
how standard measurement units have evolved from the early units used in hatter trade to *e
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Tabla 1 J Fundamental S| Units

(») Fundamental Units

Quantity W ard Unit %-*ct
Length eieter an
Mam kilogram K
Time second S
Electric current ampere A
Temperature b K
UmnoM candela cd

Matter mole mol

(V) Supplementary Fundamental Units

Quantity Standard Unit *nbd 1
Plane angle radian rad
Solid angle meradian sr

1.3.( Elements of* Measurement System

A measuring system exists lo provide information about the phyrical value of some variable
being measured. In simple cam . the system can consist ofonly a siagle unit that gives an output
residing or signal according to the magnitude ofdie unknown variable applied to it. However,
in move complex measurement situations. ( measuring system coasiMi of several separate
elements as shown io Figure 1.1. These components might be contained within one or roorc
boxes, and the boxes bolding individual measurement elements might be either close together
or physically separate. The term measuring instrument is used commonly to describe a
measurement system, whether it contains only one or many elements, and this term is widely
used throughout this text

The first element in any measuring system B the primary sensor this gives an output fiat

is a function of the meawrand (the input applied to it). For most hut aot all sensors. Ibis
function it at least approximately linear. Some examples of primary sensors are a liquid-in-
glass thermometer, a thermocouple, and a straia gauge. In the cam ofa mercury-in-glau
thermometer, because die output reading is given in terms of the level of the mercury, dns
particular primary sensor is also a complete measurement system in itself. However, in general,
the primary sensor is only part ofa measurement system. The typesof primary sensors available
for measuring a wide range of physical quantities are presented in the later chapters of this booh.

Variable conversion dements are needed where the output variable o fa primary transducerit m
an inconvenient form and has to be convened 10 a more convenient form. For instances the
displacement-measuring strain gauge hatanoulpm » the fora ofavarying resistance. Became
the resistance change cannot be measured easily, it is convened «o a change in voltage by a
hetdge circuit, which it a typical example ofa variable conversion element. In some caaev. dke



Quanoty

Area
Volume
Velocity

Acceleration
Angular velocity
Angular acceleration
Density
Specific volume
Mast flow rate
Volume flow rate
Force
Pressure
Torque
Momentum
Moment of inertia
Kinematic nscosity
Dynamic viscosity
Work, energy, heat
Specific energy
Power
TW m al conductivity
Electnc charge
Voltage, e.m.f., pot drfF
Efcctnc field strength
Electnc resistance
Bectnc capacitance
Electnc inductance
Bectnc conductance
Resistiwty
Permittivity
Permeability
Current density
Magnetic flu*
Magnetic flu* den»«y
Magnetic field strength
Frequency
Luminous flu*
Luminance
mummation
Molar volume
Molanty
Molar enevgy

tam MUM

square meter
cubic meter
metre per second
metre per second squared
radian per second
radian per second squared
kilogram per cubtc meter
cubic meter per kilogram
kilogram per second
cubic meter per second
newton
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newton meter
kilogram meter per second

square meter per second
newton second per sq metre
o *
joule per cubsc meter
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watt per meaer Kehnn
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volt
volt per meter
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henry
siemen
ohm meter
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henry per meter
ampere per square meter
weber
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ampere per meter
here
lumen
candela per square meter
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cubic meter per mole
molt per kilogram
joule per mole
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N
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Element»> of* measuring system

primary tensor and vtnaMe conversion element are combined; M s combination U known
as a transducer.*

Signal processing elements exist to improve the quality of the output of a measurement
system in some way. A very common type af signal processing dement is the electron:

am plifier, which am plifies the output o f the primary transducer or variable conversion element,
thus improving the tensitivrty and resolution of measurement. This dement of a measuring
system is particularly important where the primary transducer has a low output. Foreunpie.
thermocouples have atypical output ofonly a few millivolts. Other types of signal processing
dements are those thst filter out induced noise and remove mean levds. etc. In some devices,
signal processing is incorporated into a transducer, which it then known as a transmitter *

la addition to these three components just mentioned, some meatinemenl systems have one
ot two other components, first to transmit the signal to some remote point and second to dig=>lay or
recoid the signal if it it not fed automatically «to a feedback control sy*eoi. Signal transmission
is needed when the observation or application pom of the output o fa measurement system is
some distance away from the site of the primary transducer. Sometimes, this separation is made
solely for purposes of convenience, but mote often, it follows from /le physical inaccetcibitoy
or environmental unsuitability of the site of die primary transducer for mounting the signal
presentation/recording nnit. The signal traiMmssion element has traditionally consisted d single
or multicored cable, which is often screened to minimize signal corruption by induced
electrical noise. However, fiher-optic cables are being used in ever-increasing numbers »
modem installation!, in pan becauseof tim r low (nakT itsion lot* and im pervioutueislo the
effects of electrical and magnetic fields.
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Hie fiaal optional elemeet in a measurement system is the point where the measured signal is
utilised. in some cases, this element is omitted altogether because the measurement is used
nt part of an automatic control scheme, and the transmitted signal is fed directly iato the
central system. In other cues, this element in the measurement system takes the form
enber of a signal pretentatioa unit or of a signal-recording unit. These take many forms
according to the requirements of the particular measurement application, and the range of
possible units is ditcaeed more fully in Chapter 8.

1.3.2 Choosing Appropriate Measuring Instruments

The starting point in choosing the most suitable instrument to use for measurement of a
particular quantity in a manufacturing plant or ofcer system it specification of the innnmteat
characteristics required, especially parameters such as desired measurement accuracy,
resolution, sensitivity, and dynamic performance (see the next chapter for definitions ofthese).
It it also essential to know tie environmental conditions that the instrument w ill be subjected
to. as some conditions w ill immediately either eliminate the possibility of using certain type»
of instruments or else w il create a requirement far expensive protection of the instrument.

It should also be noted that prelection reduces the performance of aome instruments, especially in
terms of their dynamic characteristics (e.g.. Aeatb. protecting theanocouples and resistance
thermometers reduce fcer speed of response!. Provision of this type of information usually
requires the expert knowledge of personnel are intimately acquainted with the operation of
the manufacturing plan or system in questioa. Then, a skilled instrument engineer, having
knowledge of all instruments available for measuring the quantity in question, w ill be able to
evaluate the possible Ire of instruments in terms of their accuracy, cost, and suitability for the
environmental conditions and thus choose the most appropriate instrument. As far as passible,
measurement systems aad instruments should be chosen that are as insensitive as possible to the
operating environment, although this requirement is often difficult to meet because of cost and
oAer performance considerations. The extent to which the measured system w ill be distutbed
(faring the measuring process is another important factor in instrument choke. For example,
significant pressure loss can be caused to the measured system in some techniques of ftow
measurement.

Published literature is o f considerable help in the choice of a suitable instrument for a particular
measurement situation. Many hooks are avatable that give valuable assistance in the necessary
evaluation by providing luas and data shout all actmmenu available for measurir™ a range
of physical quantities (e.g.. later chapters of this text). However, new techniques md
iaskwnents are being developed all the time, aid therefore a good instrumentation engineer
mua keep abreast of the late* developments by Kwfcng the appropriate terimicd journals
regularly



The instrument characteristics discussed in tie next chapter are lke features that farm the
technical basis for acomparison between the «dative merit»of different instruments. Generally,
the better the characteristics. the higher the com. However, in comparing the cost and relative
tanatality of different instruments for a particular measurement ritiuuan. considerations of
durability, maintainability, and constancy of performance are alto very important because
the instrument chosen w ill often have to be capable of operating for long periods without
performance degradation and a requirement for cosdy maintenance, in consequence of this,
the initial cost of an instrument often has | low weighting in the evaluation exercise.

Cost is correlated very strongly with the performance ofan instrument, as measured by its static
characteristics. Increasing tie accuracy or resohnion of an instrument. for example, can
only be done at a penalty of increasing its manufacturing coat. Instrument choice therefore
proceeds by specifying the minimum characteristics required by a measurement situation
and then searching manufacturers' catalogues to find an instument whose charactering*
match those required. To select an instrument with characteristics superior to those required
would only mean paying more than necessary for a level of performance greater than tfiat
needed.

As well as purchase cost, other important factors in the assessment exercise are insttument
durability and maintenance requirements. Assuming that one had $20X00 to spend, one
would not spend SISOOO on a new motor car whose projected life was 5 years if a car of
equivalent specification with a projected life of O years was available for $20,000.
Likewise, durability is an important consideration in the choice of instruments. The
projected life of instruments often depends on die conditions in that the instrument will
lave to operate. Maintenance requirement! must also be taken iaao account, as they also
have cost implications.

As a general rule, a good assessment criterion is obtained if the total purchase cost and
estimated maintenance coals of an instrument over its life are divided by the period of its
expected life. The figtre obtained is thus a cost per year. However, this rule becomes
modified where instruments are being installed an a process whose life is expected to be
limited, perhaps in the manufacture of a particular model of car. Then, the total costs can only
be divided by the period of time that an instrument is expected to be used far, unless an
ahemative use for the instrument is envisaged at the end of this period

To summarize therefore, instrument choice is a compromise among performance characteristics,
raggedness and durability, maintenance requirements. and purchase com. To carry out uck

an erduation property, the muniment engineer must have a wide knowledge of the range ct
instruments available for measuring particular physical quantities, and hoMie mutt also have a
deep understanding of how muniment chancterittcs are affected by pnrticular measurement
situations and operating conditions.
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1.4 Measurement System Applications

Today, the technique! of measurement are of immense importance in mod facets of human
civilization. Present-day applications of measuring instruments can be classified into three
major areas. The tint of these is their use in regulating trade, applying instrumenti that meastae
physical quantities such as length, volume. Md mass in terms of standard units The particular
instruments and tiansdicersemployed in suchapplications are included in the general description
of ins*wnents presented in the later chapters of this book.

The second application area of measuring instruments is in monitoring functions. These
provide information that enables human beings to take some prescribed action accordingly.
The gardener uses a thermometer to determine whether he should turmn the heatan w bis
greenhouse or open the windows if it is loo hot Regular study of a barometer allows us to
decide whether we should take ourumbrellasif we are planning to go out for a few hours. W hile
there are thus many uses of instrumentation in oar normal domestic lives, the nuyority of
Monitoring functions exist to provide the iofomation necessary to allow a human betag to
control some industrial operation or process. In a chemical process, for instance, the progress
of chemical reactions is indicated by the measurement of temperatures and pressares at
various points, and such measurements allow the operator to make cornea decisions regarding
the electrical supply to heaters, cooling wmer flows, valve positions, and so on. One other
important use of monitoring instruments is ia calibrating the instruments used in die automatic
process control systeas described here.

Use as pan of automatic feedback control systems forms the third application area of
measurement systems. Figure |.: shows a functional block diagram of a single temperature
control system in which temperature T, ofaroom is maintained at reference value T4. The value
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at the controlled variable. T.. as determined by a temperaturemeasunag device, is compared
with die reference vabe. '» and the dtffermce. t. it applied at an error signal to the beater.
The bearer then modifies the room temperature until T, = Tn. The characteristics of die
measuring instruments used in any feedback control system are at fundamental importance
to the quality of control achieved. The accuracy and resolution with which an output variable
ofa process is controlled can never be better than the accuracy and resolution of the measuring
instruments used. This is a very important principle, but one that it oftea discussed inadequately
in many texts on automatic control systems. Such texts explore the theoretical aspects ofcontrol
system design in considerable depth, but fid to five sufficient emphasis to the fact dua al
gain and phase margin performance calculations ate entirely dependent on the quality of the
process measurements obtained.

1.5 Summary

This opening chapter omened some fundamental aspects of measurement systems. Pint,

we looked at the importance of having standard measurement uoas and how these have
evolved into the Imperial and metric systems of units We then meat on to look at the main
aspects of measuremeet system design and. in particular, what die main components in a
measurement system are aad how these are chosen for particular meaautement requirements.
Finally, we had a brief look at the range of applications of meamremer* systems.

1.6 Problems

11. How have systems bl measurement units evolved over the years?
12- What are the main elements in a measurement system and what »x their functions?

Which elements are not needed in une measurement tyteme and why are they not
needed?

1-3- What are the main factors governing die choice of a measuring instrument for a given
application?

14. Name and discum dmce application m eT far measurement systems.



21
12

2

<

24

25
W
27

2.1

CHAPTER 2

Instrument Types and Performance

Introduction 11

teww of wthwnent Type» 12

2-21 ActiV»and Piliw tMitinno 12

2-2.2 Null-Type and Deflection Type Instruments 14
22 3 Analogue and Diptal Instruments 15

2-2.4 Indicaong Instruments aed Instruments «nth a Signal Output
2.2.5 Smart and Nonsman Instruments 16

Static Characteristics of Instruments 17

2.3.1 Accuracy and laaccuocy (Measurement Uncertainty) 17
2.3.2 Precision/Rapeatabfcy/Reproducibility 18
2.3.3 Tolerance 20

2 34 Range or Spa* 20

2.3.5 Linearity 20

2] 6 Sensitivity of Measurement 21

2.3.7 Threshold 22

2.3.1 Resolution 22

2.3.9 Sensitivity to Disturbance 22

2-3.10 Hysteresis Efface 25

2-3.11 Dead Space 26

Dynamic Characteristic* of Instruments 26
2.4.1 Zero-Order Instrument 28

2.4.2 First-Order Interueicat 28

2.4.3 Second-Order Instrument 31

Necessity forLL bl n 33

Summary 34

Problems 34

Introduction

Characteristics

16

Two of the important aspects of measurem oil covered in the opening chapter concerned
how to choose appropriate instruments for a particular application aad a review of Ike
main applications of teeasyreeent. Both of these activities requite knowledge of die
characteristic» of different classes of instruments and. in particular, how these different
dunes of instrument perfomi in different applications and operating enviram eau.



We therefore slut (hitchapterby reviewing the various classes of instruments thatexist. We tee
first of all that instruaieati can be divided betweea active and pa*uve ones according Ne
whether /ley have an energy source contained within them. The aext distinction u between
nail-type instrumentsthat icqeirr adjustment untila datum level it reached and deflect*»-type
instruments that give an output measurement in die form of either a deflection of a pointer
gainst a scale or a numerical display. The tiird distinction covered is between analogue
and digital instruments, which differ according to whether the output varies continuously
(analogue instrument) or la discrete slept (digital instument) Fourth. we look at the
distiactioa between iartruaieats that are merely ladicators and those that have a signal output,
ladicators give some visual or audio indication of the magnitude of the measured quaatay
and are commonly faaad m tie process indastrie*. Instruments with a signal output are
commonly found at part of automatic control systems. The final distinction we consider it
between smart and nonsmart instruments. Smart, often known at intelligent, insttuments are
very important today and predominate in most aieasuremenl applications. Because of J/len
importance, they are p vci more detailed consideration later in Chapter 11.

The second pan of this chapter looks at the various attributes of instrument* that determine their
performance and suitability for different measurement requirements and applications. We look
first of all at the static characteristics of insnuments. These are their steady -state attributes
(when the output measurement value hat sealed to a constant reading after any initial varying
oatput) such asaccuracy, measurement sensitivity. and resistance to errors caused by variations
in their operating envimnmeat. We then go on to look at the dynamic characteristics of
instruments. This describes their behavior following the time that the measured quantity
changes value ap until the time when the output reading attaint a steady value. Various kinds
ofdynamic behavior can be observed in different instruments ranging from an output that varies
ttowly until it reaches a final constant value to an output that oscillate* about the final value
until a steady reading is obtained. The dynamic characteristics are a very important factor in
deciding on the suitability ofan instrument far a particular measurement application. Finally, at
the end of the chapter, we alto briefly consider the issue ofinstrument calibration, although this
is considered in much greater detail later in Chapter 4.

2.2 Review of Instrument Type*

lastnimenls can be subdivided into separate classes according to several criteria. These
sabctestifications are useful in broadly estabhshiag several attributes of particular inttrtaoenls
such at accuracy, co*, and general applicability to different applications.

2.2.1 Aetiy emd Paasmv Imtfnummt*

Instrument* are divided into active or passive ones according to whether instrument output is
produced entirely by the gnanuty being measured or whether the ifiaatity being measured
tamply modulate* the atugn— rtr of some external power source. Thasit rfbttrated by examples.
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Passrve preuiKf gauge

An example of a passive instrument is the pressure-measuring devkx shown ia Figure 2.1.
The pcrtsure of the fluid is translated into movement of a pointer agaiast a scale. The energy
expended in moving the pointer is derived entirely from the change in pressure measured:
there are no other energy inputs to the system.

An example of an active instrument ia a float-type petrol tank level indicator as sketched
a Figure 2.2. Here, the change in petrol level moves a potentiometer arm. and the output
signal consists of a proportion of the external voltage source applied across the two e*ds
of the potentiometer. The energy in the output signal comes from the external power
source: the primary transducer float system is merely modulating the value of the voltage
from this external power source

la active instruments.*e external power source is usually in electrical form, but in some cases,
it can be other forms of energy, such aa a paeuaiatic or hydraulic one.

One very important differeace between active and passive instruments is the level of
measurement resolution that can be obtained. With the simple pressure gauge shown, the

Peerol-aafc tevd indicator



amouat of movement made by the pointer for a particular presbinr ckaoge is cloaely defined
by the nature of the inctiument. While it it pouMe ui increase mmmMrewem resolution by
making the pointer longer, atch that the pointer tap movei through a longer arc. the scope for
atch improvement ii dearly restricted by die practical lim it of how long the pointer can
conveniently be. In an active instrument, however, adjustment ofthe magnitude o f the external
eaergy input allows mach greater control over measurement resolutioa. W hile the scope for
improving measurement resolution is much greater incidentally, it is out infinite because

of limitations placed on the magnitude of die external energy input, in consideration of
heating effects and far safety reasons.

In terms of cost, pasarve instruments are normally of a more simple construction than active
ones and are therefore lest expensive to manufacture Therefore, a choice between active
and passive instrumeats far a particular application involves carefully balancing the
meaauremenl resolution requirements againal coa.

2.2.2 Null-Type and Deflection-Type Imtruments

The pressure gauge jaat mentioned it a good example of a deflection type of instrument,
where the value of the quantity being measared 51 displayed in terms of the amount of
movement of a pointer. An alternative type of pressure gauge it die dead weight gauge
Aown in Figure 2.3, ««nek is a null-type instrument. Here, weights are put on top ofdw
ptslon until the downward force balances die fluid pressure. Weights are added until the
pasion reaches a datum level, known as the null point. Pressure measurement is made in
terms of the value of the weights needed 10 reach dtis null position.

The accuracy of these two instruments depends on different things. Far die ftrat one d
depends on the lineality aad calibration of the spring, whereas for the second it relies on
calibration of the weights. As calibration of weights is much easier than careful choice and
calibration ofa linear-characteristic spring, dm means that the second type of instrument wall
normally be the more accurate. Thit it in accordance with the general rule that null-type
instruments are more accurate than deflection types.

MpnU
Dead weight pnaiat gauge
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la trrnt of usage, a deflection-type instrument U clearly more convenient. Il it far simpler
to read die position ofa poanaer against a «cale dun to add and subtract weights until a null
pont « reached. A deflecboa-type muniment « therefore the one that would normally be
used in the workplace. However, for calibration duties, a null-type instrument is preferable
because Of its superior accuracy. The extraeffort required to use such an instrument is perfectly
acceptable in this cate because of the infrequent nature of calibration operations.

2.2.3 Analogue and DigUd Instruments

An analogue instrument gives an output that vanes continuously as tie quantity being
measured changes. The output can have an infinite number of values within the range that
the instrument is designed to measure. The deflection-type of pressure gauge described
earlier in this chapter (Figure 2.1) it a good example of an analogue instrument. At the input
value changes, the pointer moves with a smooth continuous motion. W hile the pointer can
therefore be in an infinite number of positions within its range of movement, the number of
different positions that the eye can discriminate between it strictly limited: this discrimination
it dependent on how large die scale is and bow finely it it divided.

A digital instrument has an output that varies it discrete steps and to caa only have a finite
number of values. The rev counter sketched hi Figure 24 U an exarapte ofadigital instrument.
A can is attached to the revolving body whose motion it being measured, and on each
revolution the cam opens and closet a switch. The switching operations are counted by an
electronic counter. This system can only coant whole revolutions and cannot discriminate any
motion that is lest than a fall revolution.

The distinction between analogue and digital instruments has become particularly important
widi rapid growth in the application of microcomputers to automatic control systems. Any
digital computer system, of which the microcomputer is but one example, performs its
computations in digital form. An insttument whose output it in digital form is therefore
particularly advantageous in such applications, k it can be interfaced directly to the control

Rpu»»2.4
Rav counter



computer Analogue nstroments muti be imerfaced to the microcomputer by an analogue-
lo-digital (A/D) convener. which convert» the analogue output signal bon the instrument Hto
a* equivalent digital gnantity that can be read imo the computer. This conversion hat «evetal
disadvantages. First, the A/D converter add* a significant cost to the system Second, a finite
time is involved in the process of converting an analogue signal to a digital quantity, tod this
lime can be critical ia the control of fast processes where the accuracy of control depends on
the speed o f the controlling computer. Degrading the speed of operation o fthe control computer
by imposing a requirement for A/D conversion thus impairs the accuracy by which the ptoce**
it controlled.

2.2.4 M iM tb) Instruments and Instruments with a Sipm | Output

The final way in which instruments can be divided is between thote that merely give an audio
or venial indication of the magnitude of the physical quantity measured and those that give
m output in the form of a measurement signal whose magnitude is proportional to the
measured quantity.

The class of indicating instruments normally includes all null-type instruments and most
passive ones. Indicator* can alto be further divided into those thfl have an analogue oatput
and those that have a digital display. A common analogue indicator it the liquid-in-gins*
thermometer. Another common indicating device, which exist* In both analogue and digital
form*, is the bathroom scale. The older mechanical form of this it aa analogue type of
instrument that gives an output consisting of a touting pointer moving against a scale

(or sometimes a rotating scale moving against a pointer). More pecent electronic form* of
bathroom scales have a digital output consining of numbers presented on an electronic
display. One major drawback with indicating devices is that human intervention it required
to read and record a measurement. This process is particularly prone to error in the caae of
analogue output displays, although digital dieplays are not very prone to error unless the
human reader is careless.

Instruments that have a signal-type output are used commonly as pan of automatic control
systems. In other circumstances, they can also be found in measurement systems where the
oaiput measurement signal is recorded in some way for later use. This subject it covered in later
chapters. Usually, the measurement signal involved it an electrical voltage, but it can lake other
form* ia tome system*, such a* an electrical cuneat. an optical tignal. or a pneumatic agnal.

2.2.5 Smiwt *w i Nmsmmt hatrwmmtt

Hie advew of the microprocessor has created a aew division in inananeats between those
that do incorporate a microprocessor (smart)and Aoae that don't. Smandevice* are conudered
in detail in Chapter 1.
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2.3 Static Characteristics of Instruments

If we have a thermometer in a room and ill reading shows a temperalare of 20°C. the*

it does not really miner whether the true temperature of the room is 19.) or 20.5X.

Such small variation* around 20°C are too m ull to affect whether we feel warm enough
or oat. Our bodies cannot discriminate between such close levels of temperature and
(fcerrfonr a thermometer wnh an inaccuracy of 0.5 C is perfectly adequate. If we

bad lo measure the temperature of certain chemical processes, however, a variation of
015°C might have i significant effect on the rale of reaction or even the products of

a process. A measurement inaccuracy much lesa than +£0.5°C is therefore clearly reqaired.

Accuracy of measurement is thus one consideration in the choice o f instrument for a particular
application. Other parameters, such aa sensitivity, linearity, and the reaction to ambient
temperature changes, are further considerations. These attributes are collectively known

as the static chanctemtics of instruments and are given in the d«u sheet far a particular
«xtnimciu It ii important to note that values quoted for instrument characteristics in such

a data sheet only apply when the instrumeat is oaed under specified standard calibration
conditions. Due allowance must be made (or variations in the characteristics when the
instrument ii used in other conditions.

The various static chm cteriaics are defined ia *e following paragraph»

2.3.1 Accuracy and Inaccuracy (Measurement Uncertainty)

The accuracy of an iMmment is a measuie of how close the output reading of the
iastrwent is to the correct value. In practice, it m more usual to quote the inaccuracy
or measurement uncertainly value rather than the accuracy value for an instrument.
laaccorac> or measurement uncertainty is the extent to which a reading might be
wrong and is often quoted as a percentage of the full-scale (f.s.) reading ofan
instrument

The tforementioned example carries a very important message. Because the maximum
measurement error in aa instrument is usually related lo the full-scale reading of the instrument,
measuring quantities that ate substantially less than the full-scale reading means that Ac
possible measurement error is am plified. For this reaaon. it ia an anpoitant system design rale
mbet muniments are chosen such that their range is appropriate lo the spread of values being
measured in order that die best possible accuracy » naaimained in iwmmeM readings. Oea
if we are measuring pressures with expected values between O and | bar. we would notuse
DGIYA INJITU I 11



1 Example 2.1

A pressure gauge with a measurement range of0-10 bar has a quoted inaccuracy
of£1.0% f.s. (= 1% offull-scale reading).

(a) What is the maximum measurement error expected for this instrument?
(b) What is the likely measurement error expressed as a percentage of the output

reading if this pressure gauge is measuring a pressure of 1 bar?
- \% ]

ImSolution

(a) The maximum error expected in any measurement reading is 1.0% of the full-scale
reading, which is 10 bar for this particular instrument. Hence, the maximum likely
erroris 1.0% x 10 bar = 0.1 bar.

(b) The maximum measurement error is a constant value related to the full-scale
reading ofthe instrument, irrespective o fthe magnitude o fthe quantity that the in-
strument is actually measuring. In this case, as worked out earlier, the magnitude
ofthe erroris 0.1 bar. Thus, when measuring a pressure of 1 bar, the maximum pos-
sible error of0.1 bar is 10% of the measurement value.

2.3.2 Precision/RepeatakXty/Reproducibility

Precition is a term that describes an instruments degree of freedom from random errors.

If a large number of readings are taken of Ibe same quantity by a high-precision instrument,
then the spread of readings w ill be very small. Precision is oftea. allbough incorrectly,
confused with accuracy. High precision doe» not imply anything about measurement
accuracy. A high-precision instrument may have a low accuracy. Low accuracy measure»neats
fmm a high-precision instrument are normally caused by mbias id the measurements, which is
removable by recalibotion.

The terms repeatability and reproducibility mean approximately the same hut arc applied ia
different contexts, as gives later. Repeatability describes the closeness of output readings
whea the same input is applied repetitively over a short period of time, with the same
measurement conditions, tame instrument and observer, same location. and same conditions
of use maintained throughout. Reproducibility describes the closeness of output readings
far the same input whea there are changes ia the method of measuremeat. observer, measuring
instrument, location, corahbon* of use. and time o f measurement. Both terms thus describe the
spread of output readings far Ac same input. This spread it referred so as repeatability if fee
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iBcuum nrni condition ate constant and at reproducibility if die measurement
contbtions vary.

The degree of repeatability or reproducibility in measurements from an muniment it an
~eraative way of expaesting its precision. Figure 25 illustrate* (bis more clearly by thowiog
resukt of tests on three industrial robots programmed lo place components at a particular
point on a table. The target point was at the center of the concentric circles thowa, and hiadk
dots represent points where each robot actually deposited components, ateach attempt. Both die
accuracy and the precision of Robot | are shown to be low in this trial. Robot 2 consistently
pub the component down at approximately the sane place but thit it the wrong point
Therefore, it has high precision but low accuracy. Finally. Robot 3 hat both high precision and
high accuracy became it consistently place* the component at the correct target position

Companion ofaccuracy and precision



Tolerance it a term that is closely related to accuracy and defines the maximum error tftat
it to be expected in tome value. While it it not. strictly speaking, a M ac characteristic of
measuring instruments, it it mentioned here because the accuracy of some instruments it
tometirres quoted at a tolerance value. When used correctly, tolerance describes the
maximum deviation of a manufactured component from some specified vajue. For

instance, crankshafts are machined with a diameter tolerance quoted at to many micrometers
(10 *n). and electric circuit components t*cl) at resistors have tolerances of perhaps 5%.

Example 2.2

A packet of resistors bought in an electronics component shop gives the nominal
resistance value as 1000 I and the manufacturing tolerance as +5%. If one resistor
is chosen at random from the packet, what it the minimum and maximum resistance
value that this particular resistor is likely to have?

m Solution

The minimum likely value is 1000 Q - 5% = 950 Q.
The maximum likely value is 1000 M + 5% = 10S0 M.

2.3.4 R*ngter Sfxm

The range or span of an instrument defines the minimum and maximum values of a quantity
that the instrument it designed to measure.

2.3.5 Linearity

It it normally desirable that the output reading of an insttument is linearly proportional to
die quantity being measured. The Xs marked on Figure 2.6 show a plot of typical output
readings of an instrument when a sequence o f input quantities are applied to it. Normal
procedure is to draw a good fit straight line ihnMgh the Xs, at riiowa ia Figure 2.6.

(W hile this can often be done with reasonable accuracy by eye, it it always preferable to
apply a mathematical least-mpures line-fittiag technique, as described in Chapter S.)
Nonlinearity is then defined at the maximant deviation of afy of the output readings
marked X from thit straight bk Nonlinearay it uusally expressed at a percentage of
MIl-acafe reading.
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figure 2.6
Instrument output characteristic.

2.3.6 Sensitivity o fMeasurement

The sensitivity of measurement if a measure of the change in instrument output that occur»
when tie quantity being measured change* by a given amount. imu. sensitivity is the ratio:

scale deflection

value of measunnd producing deflection

The «em itivily of measurement is therefore the slope of the straight line drawn on Figure 2.6.
If. farexample, a pressure of 2 bar produces a deflection of 10degrees in a pressure transducer.

the tesmtivity of the instrument is 5 degree»A«r (assuming that (he deflection is zero with zero
pressure applied).

1 Example 2.3

The following resistance values ofa platinum resistance thermometer were measured at a
range o ftemperatures. Determine the measurement sensitivity o fthe instrumentin ohms/C

bV wa (1) Temperature (X )
307 200
314 230
321 260

321 290



m Solution

If these values are plotted on a graph, the straight-line relationship between resistance
change and temperature change is obvious.

For a change in temperature of 30 C, the change in resistance is 7 Cl. Hence the
measurement sensitivity = 7/30 = 0.233 fl/°C . \Y,

2.3.7 Threshold

If the input to an instrument is increased gradually from zero, the npw» w ill have to reach a
certain minimum level before the change in die instrument output reading is ofa large enough
magnitude to be detectable. This minimum level of input it known as the threshold of the
instument Manufacturers vary in the way that they specify threshold for instruments. Some
quote absolute values, whereas others quote threshold as a percentage of full-scale readings. As
an illustration, a car speedometer typically has a threshold ofabout 15 km/h. This meantthat, if
die vehicle starts from rest and accelerates, no output reading is observed on the speedometer
until the speed reaches IS km/h.

2 3.8 Resolution

When an instrument is showing a particular output reading, these it a lower lim it on the
magnitude of the change in the input measured quantity that produces an observable change
in the instrument output. Like threshold, resolution is sometime* specified as an absolute
value and sometimes as a percentage of ft- deflection. One of die major factors influencing
the resolution of an instrument is how finely its output scale it divided into subdivisions.
Using acar speedometer as an example again, this has subdivisions o ftypically 20 km/h. Thu.
means that when the needle is between the scale markings, we cannot estimate speed moie
accurately than to the nearest 5 km/h. This value of 5 km/h thus represents the resolution of
the instrument.

2.3.9 Sensitivity to Ditturhmice

Al calibrations and specifications ofan inatiument are only valid under controlled conditions
of temperature, pressure, and so on. These standard ambient cofxhtions are usually defined in
the instrument specification. As variation* nccw in the ambient temperature, certain rtatic
instrument characterirtic* change, and the sensuivuy to disturbance ia a measure of the
magnitude of this change. Such environmental changes affect In—ameau in two main
way*, known at Tero drift and sensitivity drift. Zcnodrift it sometiaaes known by the alternative
term. Mns.



Zerodrift or bias describes J1e elfeci where ihe zero reading ofan instrument it modified by
change ia ambtem «editions. This causes a constant error thatexitu over the lull ran*e~
measurement of the instrument The mechanical form o fa bathroom Kale is a common
example of an instrument prone to zero drift fcistpt.te usual to find that therei. , Ma/l1-
bl perhaps | kg with no oae on ihe Kale. If soreone at known weight 70kg wen- to £«*“ .
ihe scale, the reading would be 71 kg. and If someone of known weight 100 kg were to n
theKale, the reading *«d d be 101 k* Zerodriftis «to Ty removable by caliwbon £ £
case o fthe bathroom K ale j- « described, athumbwheel i. usually provided thatcan he««nTi
until the reading ii zero with the wales unloaded, thus removing zero drift.

The typical unitby which such zero drift is measured,, voltsTC.The is oftencalled the rradrm
co ¢ n'T related to triperature changes. If the characteristic ofan mstrumentissem i,;-?
Kvetal environmental parameters, then it w .| have several zero drift coefficiews.one fore a |

environmental parameter A typical change in the output chamcteristic ofa prevwe
pihject to BHD drift if Aown in Figure 2.7a.

Bfccu of 6Twbwncr. (@) w o drift, (b) meuiixy dr*ft, and (c) m o drift plus sen«<vity dn#t



Senutnity drift (alio kaown at n air factortkifti defines the amaaM by which an inttrnnert't
tnsiiivily of measurement varies as ambient conditions change, h ii gaantified by senttivity
drift coefficients that define how much drift their it for a unit chaage m each environmental
parameter that the inrinuneat characteristics are «ensitive to. Many components within an
instrumentare affected by environmental fluctuations. such as temperaturechanges: forimunee,
the modulus of elasticity ofa spring is temperature dependent. Figure 2.7bkhows what effect
icnsitivity drift can have on the output characteristic ofan instnunenl. Sensitivity drift i«
measured in unitsofthe form (angulardegree*ar|Z’C. If aninstrument suffers both zero drift and
sensitivity drift at the tame time, then the typical m odification of tfce output characteritfk it
Aown in Figure 2.7c.

th Example 2.4

The following table shows output measurements ofa voltmeter under two sets of
conditions:

(a) Use in an environment kept at 207C which is the temperature that it was calibrated at.
(b) Use in an environment at a temperature of 50°C.

Voftag* readings « calibration Mmparatura Vohaga raading* n
of 20 C (aaiumad comct) wnpfwtun at SO C
102 105
203 20.«
0.7 40.0
40.8 SO.t

Determine the zero drift when it is used in the 50 C environment, assuming that the
measurementvalues when it was used in the 20"C environment are correct. Also calculate
the zero drift coefficient.

m Solution

Zero drift at the temperature of 50'C it the constant difference between the pairs of
output readings, that is, 0.3 volts.

The zero drift coefficient is the magnitude of drift (0.3 volts) divided by the magnitude
of the temperature change causing the drift (30"C). Thus the zero drift coefficient it
0.3/30 = 0.01 volts/CC.
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A Example 2.5

A spring balance B calibrated,in an environment at a temperature of 20 C and has the
following deflection/load characteristic:

load (kg) o] 1 2 1
Deflection (mm) o] 20 40 60

Itisthen used in an environment at a temperature 0f30 C, and the following deflection/
load characteristic is measured:

Load (leg) o] 1 2 1
Deflection (mm) 5 27 49 71

Determine the zero drift and sensitivity drift per C change in ambient temperature.
|

m Solution

At 20°C, deflection/load characteristic is a straight line. Sensitivity = 20 mm/kg.
At 30°C, deflection/load characteristic is still a straight line. Sensitivity = 22 mm/kg.
Zero drift (bias) =5 mm (the no-load deflection)

Sensitivity drift = 2 mm/kg

Zero drift/'C = 5/10 * 0.5 mm/ C

Sensitivity drift/'C = 2/10 = 0.2 (mm/kg)/ C

2.3.t0 Hystermi$ (firtt

Figure 2X illustrate» ke output characteristic of an instrument that exhibits hysteresis. If
the input measured quantity lo the instrument is increased steadily from a negative value, the
oadw leading varies ia the manner shown ia curve A. If the inpat variable is then decreased
rieadily. the output varies in the manner showa in curve B. The nancoincidcMce betwee* their
loading and unloading carves is known u hysteresis. Two quantities are defined, maximum
iaput hysteresis and maximum output hysteresis, at shown in Figure 2.8. These are normally
expressed .is a percentage of the full-scale iaput or output reading, respectively.

Hysteresis is found moat commonly in intirumeals that contain springs, such as a paurve

Pressure gauge(Figure 2 )anda Piiony brake (used for measuring FOrupe). It isalsoevideat when
friction farces In a tyueta have different magnrtndo depending on the duecrion of movctncta.
«adiaa in the pendulum-scale mass-measuriag device. Devices such as tbe mecbaaical flyhall
(a device for measuring rotatioaal velocity) suffer hysteresis from botbof*e aforementioned
=«trees because they have faction in moving parts31/1 also conuin a spring. Hysteresis can alao
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Instrument characteristic with hysteresis.

occurn instrumenu that coauin electrical wmdtags formed round an in n core, due to magnetic
bysieresii in the iron. Thu occurs in devices such as the variable inductance displacement
transducer, the linear variable differential transformer, and the rotary differential transformer.

2.3.11 Dead Space

Dead space is defined as the range of different iaput values over which there is no chaage in
output value. Any mtfrumeai that exhibits hysteresis also displays dead space, as maifced on
Figure 2.8. Some instruments that do not suffer from any significant hysteresis can still exhibita
dead space in their output characteristics, however Backlash in gears is a typical cause bl dead
~ace and results in (he sortof instrument output characteristic shown in Figure 2.9. Backlash is
commonly experienced in gear sets used to convert between translatioaal and rotational motion
(which is a common technique used to measure translational velocity).

2.4 Dynamic Characteristics of Instruments

The Malic characterises of measuring instrameMs are concemed only with the steady-stale
reading dial Ihe inatnanent settles down to. suck aa accuracy of the leading.

The dynamic characteristic*e fa inemmnng 4 m m | describe Usbehavior between lhe bate a
meaM txlquaniitychw ge n ralMe and the tune when ihe instnuwentn igVi m nraasteady value at
response. As wiftiitalic characteristics. any vriaes fordynamic charsrtcnursqLwtcd in wanw kX
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diu Jlec» only «pply when the instrument it used under specified eiivironmenul conditions.
Ohitside these calibration conditions. tome variation ia Ihe dynamic parameters can he expected.

la any linear, time-invariaM measuring syMcm. die following general relation can he written

between input and output for time (f) > 0:

+'1F + ANTT +"+ '+ «*e" b ~ +b~-1 + em+* N+ bog»
2-1)

«herev, is the measured quantity. g,, it the output leading, anda,, ...a..b0. .. bKarcconsta«*s

The leader whoae mathematical background it tuch that Equation (2 .1] appears (bunting should act
»«Ty unduly,» only certain special, simplified caaes of it are applicable in nonnal measuremnt
«=uabons. The nuuior pomt of importance it lohave a practical appreciation of die manner mwtarfi
variant different types of intframents respond when the measurand applied to diem vanev

If we Innit consideration «othat of stepchange» mthe measured quantity only, then Equation ( 11)
reduces to
(12)

f'nher amplification can he made by taking __ special cate* of Equation (2.2). which
° odoc* velv apply to nearly all Teaanretem tytaeatt



2.4.1 Zero-OrJkr lettrwmt

If all die coefficientsa,... a. other than aa >*Equation (2.2) are assuracd zero, then
a*j, =bog, or <Umbbib/ao * ICq, 2J)
where if is a constant known as the instrument sensitivity as defined earlier.

Any inumment that behaves according to Equation (2.3) is said O be of a zero-order lype.
Following a step change ia the measured quantity at time |. the instrument output moves
immediately toa new value at the same time instant |. as shown in Figure 2.10. A potentiometer,
which measures motion, is a good example of ic h an instrument where the output voltage
changes instantaneously a* the slider is digrfaced along the potentiometer track.

2.4.2 Fint-Oblsr hntrument
If d | the coefficientsth ...a . except for and u, are assumed zero in Equation (2.2) then
a~ch |°6t“ =% (|v|)

Any instrument that behaves according to Equation (2.4) it known as a first-order inrntmeat.
If d/N1 ia replaced by *e D operator in Equation (2.4). we get

a\Dg,, +oo4- - bth

T«»

2.10
Zcro-ordar W unum diaracunttic.
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«d seamuiging this then gives

Defining K = AvBo* «he «atic sensitivity and | = e,/00 as the time constant of the lysioa.
Equation (2.5) becomes

ATTw- M)

If Equation (2.6) i* solved analytically, the output quantity ga in response to a Ad
change in g, at time t vanes with time ia the manner shown in Figure 2.11 The time
constant t of the step response is time nkca far the output quantity q,, to reach 63% ci
its final value.

The thermocouple (tee Chapter 14)is a good example of a first-order instument [t
is well known that if a thermocouple at room temperature is plunged into boiling
water, the output e.mJ. does aot rise instantaneously to a level indicating I0OC. but
instead approaches a leading indicating 100°C in a manner similar to that shown ia
Figure 2.11.

A large number of other instruments also belong to this first-order class: this is of particuU*
importance in control systems where il is neensary to take account of die time lag that occurs
between a measured quantity changing in vatee and the measuring instrument indicating

Rpm 2.11

fint-order TMm raTm dtaracttnscic



die change. Fortunately. becaiae die time contlartbl Tany first-aider «<dnments ii snail rrlative
10die dynamics of the process being measur'd, no aehous prohlemc ate cicaled.

11 Example 2.6

A balloon it equipped with temperature- and altitude-measuring instruments and has
radto equipment that can transmit the output readings ofthese instruments back to the
ground. The balloon is initially anchored to the ground with the instrument output
readings in steady state. The altitude-measuring instrument is approximately zero order,
and the temperature transducer is first order with a time constant of 1S seconds. The
temperature on the ground, TO, i* 10°C and the temperature T. at an altitude of* meters
is given by the relation: T, -mTO - 0.01*.

(a) If the balloon is released at time zero, and thereafter rises upward at a velocity of
5 meters/second, draw a table showing the temperature and altitude measurements
reported at intervals of 10 seconds over the first SO seconds oftravel. Show also in
the table the error in each temperature reading.

(b) What temperature does the balloon report at an altitude of 5000 meters?

m Solution

In order to answer this question, it is assumed that the solution ofa first-order differential
equation has been presented to the reader in a mathematics course. If the reader is not so
equipped, the following solution will be difficult to follow.

Let the temperature reported by the balloon at some general time t be T,. Then T. is
related to T, by the relation:

T. T.-001* 10-0.01*

' 1+t0 1+r0 1+1SO =
It is given that x = St, thus
10 - 0.0st
'—- 1+ 1SO

The transient or complementary function part of the solution (7, = 0) is given

The particular integral part of the solution is given by (= 10-0.05(f- 15)
Thus, the whole solution is given by T, w T4+ T = C»v,s + 10 - 0.05(»- 15)
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Applying initial conditions: Att =0, T, = 10, that it, 10 = Ce~°+10- 0.05(- 15)
Thus C = - 0.7S and the solution can bewritten as Tr = 10-0.75* ,",5-0.05(f- IS)

Using the aforementioned expression to calculate T, for various values oft, the following

table can be constructed: I
Tm Altitude — Tamparacura «Tar

0 0 10 0

10 SO 9.86 0.36
20 100 9.55 0.55
30 1SO 9.15 0.65
40 200 8.70 0.70
e} 230 8.22 0.72

(c) At 5000 m, t = 1000 seconds. Calculating T, from the aforementioned expression:

T,= 10 - 0.75e"0ee/u - 0.05(1000 - 15).
The exponential term approximates to zero and so T, can be written as
Tpss 10 - 0.05(985) = -39 25*C.

This result might have been inferred from the table given earlier where it can be seen that
the error is converging toward a value 0f0.75. For large values oft, the transducer reading
lags the true temperature value by a period of time equal to the time constant of

15 seconds. In this time, the balloon travels a distance of 75 meters and the temperature
fialls by 0.75°. Thus for large values oft, the output reading is always 0.75° less than it
should be.

— |
2.4.3 5ecomK)r4sl™ Instrument
If all coefficients aj ... a, other than do. Oi. and a2in Equation (2.2) are assumed zero,
then we get
e2"2jr+el* g+<W» =Mi- d7)

Applying the D operator again:

a,D!q. +ai0fe + 04, = /u*,.

m Rearranging:



12 Chepter,

11 is convenient to reexprcss die variables ao. at.a 2 and ftoin Equation (2.8) in term* of three
parameters: K (static sensitivity), t (undamped natural frequency). and 4 (damping rLLlo).
where

IC=dw/*0 ; os>=\/*0/*3 : t =»i/2"iS* v

4 cat be written as

F= — -?21— = —
7  Thoy/ nllu ~

If Equation (2.8) it now divided through by ao. we get

(*1%)* ita\
| + Q)/ng)E> + (ai/o0i)D 2

The terms in Equation (2.9) can be written in terms of to and (, as follows:

)0 © » - ¥ - © * - S

Hence. dividing Equation (2.9) through by * and substituting for% . a,, and a2gives

"o Koo 211

4, D*/at+2iD/w+I

Tbs is die standard equation for a seoood-other system, and any instrument whose response can
be described by it is knownas a second-order insirument If Equation (2.9)is solved analytically,
the shape of the step reuxTee obtained depend» on the value of the damping ratio parameter t,.
The output responses ofa second-order instrument for various value* of £ following a stepchange
in the value of the measured quantity at time | are shown in Figure 2.12 For case A. where i, =0,
there is no damping and the instrument output exhibits constant amplitude oscillations when
disturbed by any change in the physical quantity measured. For light damping of ' =02.
represented by case B. the response to a step change in input is still oscillatory but the oscillations
die down gradually. A further increase in the value ofJ, reduces oscillations and overshoots still
more, as rftown by curves C and D. and finally the response becomes very overdamped, astoown
by curve E. where the output reading creeps up slowly toward the correct reading. Hearty, toe
extreme response curves A and E are grossly unsuitable far any measuring instrument. If an
instrument were to beonly e w subjected to mep inputs, then the design swtegy would betoan
toward adamping ratio of 0.707. which gives the critically damped response (C). Unfortwalety.
most bl the physical gnsntif» that Instruments aae required to measure do not change in toe
m atanalitaUy convenienlfofin of steps, butmtoer in toe fotm of rampso fvarying slopes. As toe
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Magnitude

Fijure 2.12
Response characteristic» o f second-order instruments.

form of the input variable changes, so the best value for £ varies, and choice of £ becomes one
ofcompromise between those values that aie best for each type of input variable behavior
anticipated. Commercial second-order instruments, of which the accelerometer is a common
example, are generally designed to have a damping ratio ($) somewhere in the range of0.6-01

2.5 Necessity for Calibration

P***4 t«n g discussion has described the static and dynamic characteristics of measuring
in some detail. However, an important qualification that has been omitted from (h*
A— e " ‘nMn,ment only conforms to stated static and dynamic pattems of behavior
MUbratrd h ." C=ibrated’ *' c*n nwmally be assumed that a new instrument will have bee»
eccofrii W* . <tolnedfm,n* Sinstrument manufacturer and will therefore initially believe
V*hiall?2d®  cf* raccri' Ik;s *aled in the specifications. During use. however, its behavior w il
merge from the stated specification for a variety of reasons. Such reasons include



mechanical wear and the effect* of dirt. dust, fumes, and chemicals in the operating environment.
The rate of divergence from standard specifications varies according to the type of instrument, the
frequency ofusage, and the severity ofthe operating conditions. However, there w ill come atime,
determined by practical knowledge, when the characteristics of the instrument wiill have drifted
from the standard specification by an unacceptable amount When this situation is reached, it is
necessary to recalibrate the instrument back to standard specifications. Such recalibration is
performed by adjusting the instrument Meach point in its output range until its output readings are
the same as those of a second standard instniment to which the same inputs are applied. This
second instrument is one kept solely for calibration purposes whose specifications are accurately
known. Calibration procedures are discussed more fully in Chapter 4.

2.6 Summary

This chapter began by reviewing various different classes of instnanents and considering how
these differences affect their typical usage. We saw. for example, that nulMype instruments
are favored for calibration duties because of their superior accuracy, whereas deflection-type
instruments are easier to use for routine measurements. We also looked at the distinction between
active and passive instruments, analogue and digital instruments, indicators and signal output-type
instruments, and. finally, smart and nonsmart instruments. Following this, we went on to look at
the various static characteristics ofinstruments. These define the quality of measurements whenan
instrument output has settled to a steady reading. Several important lessons arose out of this
coverage. In particular, we saw the important distinction between accuracy and precision,
which are often equated incorrectly as meaning the same thing. We saw that high precision does
not promise anything at all about measurement accuracy; in fact, a high-precision instrument
can sometimes give very poor measurement accuracy. The final topic covered in this chapter was
the dynamic characteristics of instruments We saw that there are three kinds of dynamic
characteristics: zero order, first order, and second order. Analysis of these showed that both first-
and second-order instruments take time to settle to a steady-state reading when the measured
quantity changes. It is therefore necessary to wait until the dynamic motion has ended before
a reading is recorded. This places a serious limitation on the use of first- and second-order
instruments to make repealed measurements. Clearly, the frequency o f repeated measurements is
limited by the time taken by the instrument to settle to a steady-stste reading.

2.7 Problem»
21. Briefly explain four ways in which measuring instruments can be subdivided into

different classes according to their mode of operation, giving examples of instruments
that fall into each class.



22.

23.

24.

25.

26.
27.

28.

29.
210.

211

212.

*U»

Explain whal < maUl* by

(=) active instrument*

(b) pattive instrument*

Give examples of each and discuss the relative merils of these two classes of
iuttrumenkK

Discuss the advantages and disadvantages of null and deflection types of measuring
instruments What arc null types of instruments mainly used for and why?

What arc the differences between analogue and digital instruments’ What advantages
do digital instruments have over analogue ones?

Explain the difference between static and dynamic characteristics of measuring
Instruments

Briefly define and explain all the static characteristics of measuring instruments.
How is the accuracy of un instrument usually defined? What is the difference between
accuracy and precisian?

Draw sketches to illustrate the dynamic characteristics of the following:

(a) zero-order instrument

(b) first-order instrument

(c) second-order instrument

In the case of a second-order instrument, indicate the effect of different degrees of
damping on the time response.

State briefly how the dynamic characteristics of an instrument affect its usage.

A tungsten resistance thermometer with a range of -270to +1100 C has a quoted
toaccurac) of +15% of full-scale reading. What is the likely measurementemir when
it it reading t temperature of 9S0“C?

A batch of steel rods it manufactured to a nominal length of 5 meters with a quoted

Eolerert‘noe of 12%. What is the longest and shortest length of rod to he expected mthe
atch’

What it the measurement range for a micrometer designed to measure diameters
between 50 and 75 cm?

A tungsten/Vi rhenium-tungsten/2611 rhenium thermocouple has an output em f.
=<thown in the following table when its hot (measuring) junction is at the lemperatuies
mtown. Determine the sensitivity of measurement for the thenrmocouple in mVAC.

4.37 *74 1311 17.48
*C 250 500 750 1000

<en*ty"*y drift and /ero drift. What factors can cause sensitivity drift ami /iem
=in in inttnanent characteristics”
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215. (a) An immanent is calibrated in in environment at a temperature of 20°C and the
following output readings y are obtained for varioui input values r.

131 262 39.3 524 65.5 786
S 10 IS 20 5 30

Determine the measurement sensitivity, expressed as the ratio ytx.
(b) When the instrument is subsequently used in an environment at a temperature of
SO°C, the input/output characteristic changes to the following:

147 294 441 Mm.* 735 %%.2
5 10 15 20 25 30

Determine the new measurement sensitivity. Hence determine the sensitivity drift
due to the change in ambient temperature of 30°C.
2.16. The following temperature measurements were taken with an infrared thermometer
that produced biased measurements due to the instrument being out of calibration.
Calculate the bias in the measurements.

('Cl Comet talue of temperature CO
20 215
35 365
20 515
65 665

217. A load cell is calibrated in an environment al a temperature of 2 I'C and has the
following deflection/load characteristic:

U»d(kg) 0 50 100 150 200
Deflection (mm) 0.0 1.0 20 30 40

When used in an environment al 35°C. its characteristic changes to the following:

Load (kg) 0 50 100 150 200
Detection (mm) 02 13 24 35 4.6

(@) Determine the sensitivity at 21 and 35°C.

(b) Calculate the total zero drift and sensitivity drift al 35C.

(c) Hence determine the zero drift and sensitivity drift coefficients (in units of [tm/:C
and (Jim per kgV(’C).

218. An unmanned submarine is equipped with temperature- and depth-measuring
instruments aid has radio equipment that can transmit the output readings of these
instruments hack to the surface. The submarine is initially floating on the surface of the
sea with the instrument output readings in steady state. The depth-measuring
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instrument it approximately zero order and the temperature transducer first order with
a time constant of 50 second». The water temperature on the sea surface. To. is 20*C
and the temperature T, at a depth of x meters is given by the relation:

r,* T0- 0011

(@) If the submarine startsdiving attime zero, and thereafter goes down ata velocity of
0.5 meters/second, draw a table showing the temperature and depth measurements
repotted it intervals of 100 seconds over die first 500 seconds of travel. Show also
in the table the error in each temperature reading.

(b) What temperature does the submarine report at a depth of 1000 meters?

Write down the general differential equation describing the dynamic response of a

second-order measuring instrument and stale the expressions relating the stalk

sensitivity, undamped natural frequency, and damping ratio to the parameters in this
differential equation. Sketch the instrument response for cues of heavy dampir™.
critical damping, and light damping and state which of these is the usual target whena
second-order instrument is being designed.
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3.1 Introduction

We have already beenintroduced lo the subjectof measurement uncertainty in the last chapter,
in the context ofdefining the accuracy characteristic ofa measuring instrument. The existence
of measurement uncertainty means that we would be entirely wrong to assume (although the
uninitiated might assume this) that the output of a measuring instrument or larger measurement
system gives the exact value of the measured quantity. Measurement errors are impossible to
avoid, although we can minimize their magnitude by good measurement system design
accompanied by appropriate analysis and processing of measurement data.

We can divide errors in measurement systems into those that «nn during the measurement
process and those that arise due to later corruption of the measurement signal by induced
noise during transfer of the signal from the point of measurement to some other point. This
chapter considers only the first of these, with discussion on induced noise being deferred to
Chapter 6.

It is extremely important in any measurement system to reduce errors to the minimum
possible level and then to quantify the maximum remaining error that may exist in any
instrument output reading. However, in many cases, there is a further complication that the
final output from a measurement system i<calculated by combining together two or more
measurements of separate physical variables. In this case, special consideration must also
be given to determining how the calculated error levels in each separate measurement should
be combined to give the best estimate of the most likely error magnitude in the calculated
output quantity. This subject is considered in Section 3.7.

The starting point in the quest to reduce the incidence of erron arising during the measurement
process is to carry otf a detailed analysis of all error sources in the system. Each of these
error sources can then be considered in tum, looking for ways ateliminating or at least reducing
the magnitude of errors. Errors arising during the measurement process can be divided into
two groups, known as systematic errors and random errors.



Systematic errors describe errors in Ihe output readings of a measurement system that are
consistently on one side of the correct reading, that is. either all errors are positive or arc

all negative (Some books use altemative name bias errors for systematic errors, although this
is not entirely incorrect, as systematic errors include errors such as sensitivity drift that arc
Notbiases.) TWo major sources of systematic errors are system disturbance during measurement
and the effect of environmental changes (sometimes known as modifyinx inputs), as discussed
in Sections 3.4.1and V4.2. Other sources of systematic error include bent meter needles, «c
of uncalibnued instruments, drift in instrument characteristics, and poor cabling practice».
Even when systematic errors due to these factors have been reduced or eliminated, some
errors remain that are inherent in the manufacture of an instrument. These are quantified

by the accuracy value quoted in the published specifications contained in the instrument
data sheet

Random errors, which are also called precision errors in some books, are perturbations of the
measurement cither side of the true value caused by random and unpredictable effects, such that
positive errors and negative errors occur in approximately equal numbers for a series of
measurements made of the same quantity. Such perturbations are mainly small, but Large
perturbations occur from time lo time, again unpredictably. Random errors often arise when
measurements are taken by human observation of an analogue meter, especially where this
involves interpolation between scale points. Electrical noise can also be a source of random
errors. To a large extent, random errors can be overcome by taking the same measurement a
number of limes and extracting a value by averaging or other statistical techniques, as
discussed in Section 35. However, any quantification of lhe measurement value and siatemcal
of error bounds remains a statistical quantity. Because of the nature of random error* and
the fact that large perturbations in the measured quantity occur from time to time, the best lhat
we can do is to express measurements in probabilistic terms: we may be able to assign a 95 or
even 99% confidence level that the measurement is a certain value wiihin error bounds of, sar.
=+ 1%, but we can never attach a 1004t probahilit) to measurement values that are subject u>
random errors. In other words, even if we say that the maximum error is < £0.5% of the
measurement reading, there is still a 1% chance that the error is greater than +0.5%.

Hnally. a word must be said about the distinction between systematic and random errors Error
=ources in the measuiemeni system must be examined carefully to determine what type of
®rror is present, systematic or random, and lo apply ihe appropriate treatment. In the case
0 manual data measurements, a human observer may make a different observation at each
CWpt =* " °ftea reasonable lo assume that the errors are random and that the mean bl
*e readings is likely to be close to Ihe correct value. However, this is only true as long
i hu'»n observer is not introducing a parallax-induced systematic error as well by
P*fw«lently reading the position ofa needle against the scale ofan analogue meter from one side
r than from directly above. A human-induced systematic error is also introduced if an



instrument with a first-order characteristic it read before it has settled to itt final reading.
Wherever a systematic error exists alongside random errors, correction has to be made for the
systematic error in the measurements before statistical techniques are applied lo reduce the
effect of random errors.

Y%
3.2 Sources of Systematic Error

The main source» of systematic error in the output of measuring instruments can be
summarized as

= effect of environmental disturbances, often called modifying inputs

« disturbance of the measured system by the act of measurement

= changes in characteristics due lo wear in instrument components over a period of time
= resistance of connecting leads

These various sources of systematic error, and ways in which the magnitude of the errors can be
reduced, are discussed here.

3.2.1 System Disturbance due to Measurement

Disturbance of the measured system by the act of measurement is a common source of
systematic error. If we were to start with a beaker of hot water and wished to measure its
temperature with a mercury-in-glass thermometer, then we would take the thermometer, which
would initially be al room temperature, and plunge it into the water. In so doing, we would be
introducing a relatively cold mass (the thermometer) into the hot water and a heat transfer
would take place between the water and the thermometer. This heal transfer would lower the
temperature of the water. While the reduction in temperature in thiscase would be so small asto
be undetectable by the limited measurement resolution of such a thermometer, the effect is
finite and clearly establishes the principle that, in nearly all measurement situations, the process
of measurement disturbs the system and alters the values of the physical quantities being
measured.

A particularly important example of this occurs with the orifice plate. This U placed into a
fluid-canying pipe lo measure the flow rate, which is a function ofthe pressure that is measured
either side of the orifice plate. This measurement procedure causesa permanent pressure loss in
the flowing fluid. The disturbance of the measured system can often be very significant.

Thus, as ageneral rule, the process of measurement always disturb* the system being measured.
The magnitude of the disturbance varies from one measurement system to the next and is
affected particularly by the type of instrument used for measurement Ways of minimizing
disturbance of measured systems are important considerations in instrument design. However,
an accurate understanding of the mechanisms of system disturbance is a prerequisite for this.
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Hbawrtm tnb in rhetiic cinvitt

In analyzing system disturbance during measurements in electric circuits. Thevemn’s theorem
(see Appendix 2) is often of great assistance. For instance, consider the circuit shown in
Figure 3.1a in which the voltage across resistor /f} is to be measured by a voltmeter with
resistance Rm Here. Rmacts as a shunt residence across Rs, decreasing the resistance between
points AB and so disturbing the circuit. Therefore, the voltage Emmeasured by the meter is
not the value of the voltage E ,, that existed prior to measurement. The extent of the disturbance
can be assessed by calculating the open-citcuit voltage EO and comparing it with Em

Thevenin's theorem allows the circuit of Figure 3.1a comprising two voltage sources and
five resistors to be replaced by an equivalent circuit containing a single resistance and one

@

®

0 A

©
e o1
b, ***"®'dre* loading: (@) circuit in which the voltage across R, is to be measured,
equivalent circuit by Thevenin's theorem, and (c) circuit used to find the equivalent single.



44  Chapter 3

voltage source. as shown in Figure 3.1b. For the purpose of defining the equivalent single
resistance of a circuit by Thevenin's theorem, all voltage sources are represented just by their
intemal resistance, which can be approximated to zero, as shown in Figure 3.1c. Analysis
proceeds by calculating the equivalent resistances of section* of the circuil and building these
up until the required equivalent resistance of the whole of the circuit is obtained. Starting at (
and O, the circuit to the left of C and D consists of a series pair of resistances (/1, and Ri) in
parallel with Ry. and the equivalent resistance can be written n»

1 1 1 (<t
RA~ R, +2+*i > (g +N2+ *3
Moving now to A andB. the circuit to the left consists o fa pair of series resistances (RCDand /14)
in parallel with r,. The equivalent circuit resistance A*n can thus be written as
[ I I . (R* +Rco)Ri
Rm~Rco+R*+R i'r * R*+Rcd+

Substituting for Red »sinB the expression derived previously, we obtain

@.1)
_|_7bk_|j<k

R| +*2 +*3

Defining / as the current flowing in the circuit when the measuring instrument is connected lo
it, we can write

| £*
Ram+ R .’

and the voltage measured by the meter is then given by

Cc
——
In the absence of the measuring instrument and its resistance Rm the voltage across J1B would
be the equivalent circuit voltage source whose value is £, The effect of measurement i*
therefore lo reduce the voltage aero» AB by the ratio given by

E' 4 Hm 3.2)
E, RB+Rn

11 is thu» obvious that as Rmgets larger, the raUo E JE ,, geu closer lo unity, showing that the
design strategy should be to nnke Rmas high as possible lo minimize disturbance of the



measured system. (Note that we did not calculate the value of £ ,, at this is not required in
quantifying the effect of Rm)

At this point, it i» interesting to note the constraints that exist when practical attempts are made
to achieve a high internal resistance in Ihe design of a moving-coil voltmeter. Such an
instrument consists of a coil carrying a pointer mounted in a fixed magnetic field. As current
flows through the coll, the interaction between the field generated and the fixed field cause»
ihe pointer it carries FOtum in proportion o the applied current (for further details, see
Chapter 7). The simplest way of increasing the input impedance (the resistance) of the meter is
either to increase the number of tums in the coil or to construct the same number of coil
tums with a higher resistance material. However, either of these solutions decreases the current
flowing ia the coil, giving less magnetic torque and thus decreasing the measurement
sensitivity of the instrument (i.e.. for a given applied voltage, we get less deflection of the
pointer). This problem can be overcome by changing the spring constant of the restraining
springs ofthe instrument, such that less torque is required to tum the pointer by a given amount.
However, this reduces the ruggedness of the instrument and also demands better pivot
design to reduce friction. This highlights a very important but tiresome principle in instrument
design: any attempt © improve the performance of an instrument in one respect generally
decreases the performance in some other aspect. This is an imscapable fact of life with passive
instruments such as the type of voltmeter mentioned and it often the reason for the use of
alternative active instruments such as digital voltmeters, where the inclusion of auxiliary power
improves performance greatly.

Bridge circuits for measuring resistance values are a further example of the need for careful
design of the measurement system. The impedance of the instrument measuring the bridge
output voltage must be very large in comparison with the component resistances in the bridge
circuit. Otherwise, the measuring instrument w ill load the circuit and draw current from it. This
is discussed more fully in Chapter 9.

m Example 3.1

Suppose that the components of the circuit shown in Figure 3.1a have the following
values:
A, =400M; 4, =6000M;Rj =10000; R, =5000; 4, = 1000 M

| The voltage across AB is measured by a voltmeter whose internal resistance is
M. What it the measurement error caused by the resistance of the measuring
instrument?
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m Solution

Proceeding by applying Thevenin’s theorem to find an equivalent circuit to that of
Figure 3.1a of the form shown in Figure 3.1b, and substituting the given component
values into the equation for fae (3.1), we obtain

[1000j /2000) + SO0)1000  1000*

“ (1000J/2000) + 500+ 1000 2700 soon.

From Equation (3.2), we have

g,
£ foa+Rn

The measurement error is given by (E. - £,):

Substituting in values:

Thus, the error in the measured value is 5%.

3.2.2 Erren due to Environmental Inputs

An environmental inpul is defined as an apparently real input lo a measurement system that

is actually caused by s change in the environmental conditions surrounding the measurement
system. The fact (hat the static and dynamic characteristics specified for measuring instruments
are only valid for particular environmental conditions (e.g., of temperature and pressure) has
already been discussed at considerable length in Chapter 2. These specified conditions must
be reproduced as closely as possible during calibration exercises because, away from the
specified calibration conditions, the characteristics of measuring instruments vary to someextent
and cause measurement errors The magnitude of this environment-induced variation is
quantified by the two constants known at sensitivity drift and zero drift, both of which are
generally included in the published specifications for an instrument. Such variations of
environmental conditions away from the calibration conditions aie sometimes described as
modifying inputs to Ihe measurement system because they modify the output of the system. When
such modifying inputs are present, it is often difficult lo determine how much of the output
change in a measurement system is due lo a change in the measured variable and how much
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to t change in environmental condttioas. This is illustrated by the following example,
4 M ir we *e given a small ckised box and told that it may contain either a mouse or * rai
2 2 ** also told that the box weighs 0.1 kg when empty. If we put the box onto a huthroom
le and observe a reading of 10 Itg. this does not immediately tell us what is in the box hecamc

(he reading may be d#e to one of three things:

(@) . 0.9 k* rat in the box (real input)

(b) anempty box with a 0.9 kg bias on the scale due to a temperature change
(environmental input)

(c) a04 kg mouse in the box together with a 05 kg bias (real + environmental inputs)

Thus, the magnitude of any environmental input must be measured before the value of the
measund quantity (the real input) can be determined from the output reading ofan instument.

In any general measurement situation. U U very difficult to avoid environmental inputs, as it
is either infractical or impossible to control the environmental conditions surrounding the
mtia—----- system. System designers are therefore charged with the task of either reducing the
soaceptihilib of measuring instruments to environmental inputs or. alternatively, quantifying the
effects of environmental inputs and correcting for them in the instrument output reading. The
techniques used to deal with environmental inputs and minimize their effects on the final output
measurement follow a number of routes as discussed later.

3.2.3 Wear in Instrument Components

Systematic errors can frequently develop over a period of time because of wear in instrument
components. Recalibration often provides a full solution to this problem.

3.2.4 Connecting Leeds

In connecting together the components of a measurement system, a common source of cm*
is the failure lo take proper account of the resistance of connecting leads (or pipes in the caae
pewmatiidlK —+hydraulically actuated measurement systems) For instance, in typical

flji™ M n s of a resistance thermometer, it is common to find that the thermometer is
O P """ °Aerl” 1T of'he measurement system > peitiaps 100 meters The resistance ot
°f 20-gauge copper wire is 7 O. and there is a further complication that such
itt haa >temperature coefficient of | mfvC

con” donMon " d* 10be * 'ven I1*>e choice of connecting leads. Not
be -m, be ofadequate cross section so that their resistance is minimized, hut the>should
thatcoupl  "*4 uately if they are thought likely u>be subject to electrical nr magnetic fields

ofcables k MWU* CU% Induced nol*e Where screening n thought essential, then the routing
- needs careful planning In one application in the author's personal experience
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involving instrumentation of an electric-arc decimaking fumace, screened signal-carrying cable™
between transducers on the arc fumace and acontrol room at the tide of the fumace were initially
corrupted by high-amplitude SO-Hz noise. However, by changing the route bl the cable* between
the thmsducer* and the control room, the magnitude of this induced noiie wa* reduced by a factor
of about ten.

3.3 Reduction of Systematic Errors

The prerequisite for the reduction of systematic erron it a complete analysis of the
measurement system that identifies all touices of error. Simple fault* within a system,
such as bent meter needle* and poor cabling practice*, can usually be rectified readily
and inexpensively once they have been identified. However, other error source*
require more detailed analysis and treatment. Various approaches to error reduction are
considered next.

3.3.1 Careful Initrament Design

Careful instrument design is the most useful weapon in the buttle against environmental inputs
by reducing the iensitivity of an instrument to environmental inputs to as low a level as
possible. For instance, in the design of (train gauges, the element should be constructed from a
material whose resistance has a very low temperature coefficient (i.e.. the variation of the
resistance with temperature is very small). However, errors due to the way in which an
instrument is designed are not always easy to correct, and a choice often has to be made
between the high cod of redesign and the alternative of accepting the reduced measurement
accuracy if redesign is not undertaken.

3.3.2 Calibration

Instrument calibration is a very important consideration in measurement syilcms and therefore
calibration procedures are considered in detail in Chapter 4. A ll instruments suffer drift in their
characteristics, and the rate at which ihis happens depends on many factor*, such a* the
environmental conditions in which instruments are used and the frequency of their use. Error
due to an instrument being out of calibration is never zero, even immediately after the
instrument has been calibrated, because there is always some inherent error in the reference
instrument that a working instrument i* calibrated against during the calibration exercise.
Nevertheless, the error immediately after calibration is of low mapiitude. The calibration error
then grow* steadily with the drift in instiumenl characteristics until the lime of the next
calibration. The maximum error that exiit* just before an instrument it recalibrated can
therefore be made smaller by increasing the frequency of recalibration so tfiat the amount
of drift between calibration* i* reduced.
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mediod of opposiig input* compensate» for the effect of an environmental input in
___ syeem by introducing anequal and oppoasite environmental input that canceb» 1 0*
«=Karnok N how Uns technique is applied v in the type of millivoltmeter shown in Figure 32.
Ibis consists of a coil suspended in a fined magnetic field produced by a permanent magnet
M en an unknown voltage is applied to the coil, the magnetic field due to the current interacts
with the fined field and causes the coil (and a pointer attached to the coil) to tum. If the coil
(distance K,m *esensitive to temperature, then any environmental input lo the system in
to form of a temperature change will alter the value of the coil current for a given applied
voltage and so alter the pointer output reading. Compensation for this is made by introducing a
compensating resistance R,,mr into thecircuit, whereR ,, hasatemperature coefficientequal n
magnitude hutopposite in sign to that of the coil. Thus, in response to an increase in temperaure.
»  increases but Rknpdecreases, and so the total resistance remains approximately the same.

3.3.4 HigthCam Fmtlbeck

The benefit of adding high-gain feedback to many measurement systems is illustrated by
considering the case of the vokage-measunng instrument whose block diagram is showa
in Figure 3.3. In this system, unknown voltage E, is applied to a motor of torque constant If.
and the induced torque tums a pointer against the restraining action of a spring with spnqg
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Coi Spring
Figure 3.3
Block diagram for voluge-measunng instrument

constant K,. The effect of environmental inputs on the motor and spring constants it represented
by variables Dmand Dr In the absence of environmental inputs, the displacement of the pointer X,
is given by Xo = However, in the presence of environmental inputs, both Kmand K,
change, and the relationship between X,, and E, can be affected greatly. Therefore, it becomes
difficult orimpossible to calculate £, from the measured value ofX- Consider now what happens
if the system is convened into a high-gain. closed-loop one, as shown in Figure 34. by adding an
ampilifier of gain constant K ,, and a feedback device with gain coreaant Kf. Assume also that the
effect of environmental inputs on the values of K. and K/ are represented by D,, and Df. The
feedback device feeds back a voltage E O proportional to the pointer displacement X , This it
compared with the unknown voltage E, by a comparator and the error is amplified. Writing down
the equations of the system, we have

£.=K)X0:X0={E, - E,)KICnK, = (£, - K, X.)KICIC..
Thus

Ne U - (I+bKICIX.

[T T

- ®—4+Q U —OH—d b r*

AmpM* Col Spfing

r
L

fyun 34
Block diagram of voltage-measuring instrument with high-gem feedback
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that if.

I +KfK.]im<,_ﬁ @)
Because K, is very large (it is» high gamamplifier). Kr Ku Km K ,» . and Equation (JJ)
reduces to

X, - Ei/K,.

This is a highly important result because we have reduced the relationship between X, and
E, to one that involves only K/. The sensitivity of the gain constants Kmand A. to the
environmental inputs D ,, Dmand D, has thereby been rendered irrelevant, and we only have lo
be concemed with one environmental input. D,. Conveniently, it is usually easy to design a
feedback device that If insensitive to environmental inputs: this is much easier HUM trying
to make = motor or spring insensitive. Thus, high-gam feedback techniques are often a very
effective way of reducing a measurement system'’s sensitivity to environmental inputs. However,
one potential problem that must be mentioned is that there is a possibility that high-gain feedback
wi ill cause instability in the system. Therefore, any application of this method must include careful
Mbility analysis of the system.

3.3.5 5w/ Filtering

One frequent problem in measurement systems is corruption of the output reading by period*,
noise, often at a frequency of 30 Hz caused by pickup through the close proximity of lke
mMfuremerH system lo apparatus or current-carrying cables operating on a mains supply.
Periodic noise corruption at higher frequencies is also often introduced by mechanical oscillation
or vibration within some component of a measurement system. The amplitude of all such
noise components can be substantially attenuated by the inclusion of filtering of an appTpna*
form in the system, as discussed at greater length in Chapter 6. Band-stop fillers can be especurfly
M efiil where corruption is of one particular known frequency, or. more generally, low-pass
filters are employed to attenuate all noise in the frequency range of 50 Hz and above.
Measurement systems with a low-level output, such as a bndge circuit measuring a strain gaupc
ate particularly prone lo none, and Figure 35 shows typical corruption of a
bridge output by 50-Hz pickup. The beneficial effect of putting a simple passive RC low pa»
"to acrow the output is shown in Figure 35.

336 Correction o fOutput Reading

n L
~m*°f emror» that are due either lo system disturbance dunng the act ot measuremeei

5 environmental changes, a good measurement technician can substantially reduce error» m
of a measurement system by calculating the effect of such systematic errors and
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Figure 3.5
Signal filtering.

making appropriate correction lo the inumment readings. This ii not necessarily an easy task
and requires all distuibances in the measurement system to be quantified. This procedure is
carried out automatically by intelligent instruments.

3 979 —H*—-A
. W fnlvvnKsrvi In#**srmcno

Intelligent instruments contain extra sensors that measure the value of environmental inputs
and automatically compensate the value of the output reading. They have the ability to deal
very effectively with systematic erron in measurement systems, and errors can be attenuated
to very low levels in many cases. A more detailed coverage of intelligent instruments can
be found in Chapter 1.

3.4 Quantification of Systematic Errors

Once all practical steps have been taken lo eliminate or reduce the magnitude of systematic
error*, the final action required is lo estimate the maximum remaining error that may exist
in a measurement due to systematic erron. This quantification of the maximum likely
systematic error in a measurement requires careful analysis.
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3.4.1 Quantification o findividual Systematic Error Components

The first complication in ihe quantification of systematic errors is that it is not usually
BOfsiblc to specify an exact value for a component of systematic error, and the quantification
has to be in terms of a "best estimate.” Once systematic errors have been reduced as far as
rea.son.ibh POSsible using the techniques explained in Section 3.3. a sensible approach lo
estimate the various kinds of remaining systematic error would be as follows.

Eminmmental condition orron

If* measurement is subject lo unpredictable environmental conditions, the usual course of action
is to assume midpoint environmental conditions and specify the maximum measurement error as
+1% of the output reading to allow for the maximum expected deviation in environmental
conditions away from this midpoint. O fcourse, thisonly refers to the case where the environmental
conditions remain essentially constant during a period of measurement but vary unpredictably on
perhaps adaily basis. If random fluctuations occur over a short period oftime from causes such
as random draughts of hot or cold air, this is arandom error rather than a systematic error
that has to be quantified according to the techniques explained in Section 3.S.

Calibration rrron

All measuring instruments suffer from drift in their characteristics over a period of time. The
schedule for recalibration is set so that the frequency at which an instrument is calibrated means
that the drift in characteristics by the time just before the instrument is due for recalibration is
kept within an acceptable lim it The maximum error just before the instrument is due for
recalibration becomes the basis for estimating the maximum likely error This error due lo the
instrument being out of calibration is usually in the form of a bias. The best way to express
this is to assume some midpoint value of calibration error and compensate all measurements bs
this midpoint error The maximum measurement cm» over the full period of ime between
=neethe instrument has just been calibrated and time just before the next calibration is due
can then be expressed as +=x% of the output reading.

* Example 3.2

frequency of a pressure transducer with a range of 0 to 10 bar is set so
~ecalibrated once the measurement error has j>rown to < 1% of the full-scale
I Mn "** ™accuracy be expressed in the form ofa /1 error in the out(>ui
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m Solution

Jutt before the instrument is due for recalibration, the measurement error will have
grown to +0.1 bar (1% of 10 bar). An amount of half this maximum error, that is,
0.05 bar, should be subtracted from all measurements. Having done this, the errorjutt
after the instrument has been calibrated will be -0.0S bar (-0.5% offull-scale reading)
and the errorjust before the next recalibration will be +0.05 bar (+0.5% of full-scale
reading). Inaccuracy due to calibration error can then beExpressed as +0.05% of
full-scale reading.

System disturbance trren

Disturbance of the measured system by the act of measurement iuelf introduces a systematic
error that can be quantified for any given set of measurement conditions. However, if the
quantity being measured and/or the conditions of measurement can vary, die best approach is
to calculate the maximum likely error under worst-case system loading and then lo express
the likely error at a plus or minus value of half this calculated maximum error, at suggested
for calibration enrors.

Measurement system loading errors

These have a similar effect to system disturbance errors and are expressed in the form of £r4t
of the output reading, where t it half the magnitude of the maximum predicted error under
the most adverse loading conditions expected.

3.4.2 Calculation ofOverall Systematic Error

The second complication in the analytit to quantify systematic erron in a measurement system
is the fact that the total systemic error in a measurement is often composed of several separate
components, for example, measurement system loading, environmental factors, and calibration
erron. A worst-case prediction of maximum error would be lo timply add up each separate
systematic error. For example, if there are three components of systematic error with a
magnitude of =+ 14beach, a wore-case prediction error would be the sum of the separate errors,
that it, =3%. However, it it very unlikely that all component! of error would be at their
maximum or minimum values simultaneously. The usual coune of action it therefore lo
combine separate sources of syttemalic error using a rootsum-squares method. Applying this
method for s systematic component erron of magnitade +Xj%, £X,%.....0r b, the

best prediction of likely maximum systematic error by the root-sum-tguaret method it
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Before closing thii discussion on quantifying systematic errors, a word of waming man be
ven about the use ofmanufacturers' data sheets. When instrument manufacturers provide data
Jheets with an instrument that they have made, the measurement uncertainty or inaccuracy
value quoted in the data sheets is the best estimate that the manufacturer can give about the
M vy that the instrument will perform when it is new. used under specified conditions, and
recalibrated at the recommended frequency. Therefore, this can only be a starling point in
estimating the measurement accuracy that will be achieved when the instrument is actually
used. Many source* of systematic error may apply in a particular measurement situation tlut are
not included in the accuracy calculation in the manufacturer’s data sheet, and careful
quantification and analysis of all systematic errors are necessary, as described earlier.

m Example 3.3

| [ Three separate source* of systematic error are identified in a measurement system
Il and, after reducing the magnitude of these errors as much as possible, the magnitudes of
' the three errors arc estimated to be

F System loading: +1.24

| Environmental changes: 0.8%
m Calibration error 0.5%

| Calculate the maximum possible total systematic error and the likely system error by
b the root-mean-square method.

|
m Solution
Th] maximum possible *ystem error is (1.2 + 0.8 + 0.5)% = +2.5%
Applying the root-mean-squarc method,
h likely error = +y/1.22+08; + 0S1= +1.S3%
=

3.5 Sources and Treatment of Random Errors

N B~ etrors in measuremenis are caused by unpredictable variations in the measurement

bome 100ks. =I** a™ known by the altemative name prevision errors. Typka!
“ “rces of random error arc

eeasurements taken by human observation of an analogue meter, especially where

| V* * \égl,v*' interpolation between scale poMts.
Mectncal noise.

I findom environmental changes, for example, sudden draught of air.



Random errors are usaally observed at email perturbations of the measurement either fide of
the correct value, that m positive errors and negative errors occur in approximately equal numbers
for a serin of measurements made of the same constant quantity. Therefore, random errors can
largely be eliminated by calculating the avenge of a number of repealed measurements O f
course, this is only pouibte if (he quantity being measured remains at a constant value during
the repeated measurements. This averaging process of repealed measurements can be done
automatically by intelligent instruments, as discussed in Chapter 11

While the process of averaging over a large number of measurements reduces the magnitude
of random errors substantially, it would be entirely incorrect to assume that this totally
eliminates random errors. This is because the mean ofa number of measurements would only
be equal lo the correct value of the measured quantity if the measurement set contained

an infinite number of values. In practice, it it impossible to lake an infinite number of
measurements. Therefore, in any practical situation, the process of averaging over a finite
number of measurements only reduces the magnitude of random error to asmall (but nonzero)
value. The degree ofconfidence that the calculated mean value is dote to the correct value of
the measured quantity can be indicated by calculating the standard deviation or variance
of dau. these being parameters that describe how the measurements are distributed about the
mean value (see Sections 3.6.1and 3.6.2). This leads to a more formal quantification of
this degree of confidence in terms of the standard error of the mean in Section 3.6.6.

3.6 Statistical Analysis of Measurements Subject to Random Errors

3.6.1 Mean and Median Values

The average value of a set of measuremenu of a constant quantity can be expressed as either
the mean value or the median value. Historically, the median valve was easier for acomputer
to compute than the mean value because the median computation involves a series of
logic operations, whereas the mean computation requires addition and division. Many years
ago, a computer performed logic operations much faster than arithmetic operations, and
there were computational speed advantages in calculating average values by computing
the median rather than the mean. However, computer power increased rapidly to a point
where this advantage disappeared many yean ago.

As the number of measuremeau increases, the difference between mean and median values
becomes very small. However, the average calculated in terms of the mean value If always
slightly cloaer lo lhe correct value of Un measured quantity than the average calculated as
the median value for any finite set of measurements. Given the loss of any computational
speed advantage becaase of the massive power of modem-day computers, this means that there
is now little argument for calculating average values in terms of the median.



Afxjunwwif Unc*rlUimty 57

K™ Ny seto ra Measurementsjti.tj —xr of «=constant quantity. ine most likely true value is the

mean given by
a2+ — T,
Xmmm ———————— ——————— - 3.4)
— Kk jsyliKj fa #| data sets where the measurement erron are distributed equally about the
0 error value, that is. where positive errors are balanced in quantity and magnitude by
Qegativc eirors.

The median ii mi approximation lo the mean Ihal can be written down without having lo
sum the measurements. The median it the middle value when measurements in the data set
an written down in ascending order of magnitude. For a set of n measurements X|. JTj- -*.
of a constant quantity, written down in ascending order of magnitude, the median valae
is given by

(31>

Thus, for a set of nine measurements n,. jtj—a, aranged in order of magnitude, the median
value is x$. For an even number of measurements, the median value is midway between the
lwo center values, that is. for 10 measurements X, the median value is given by

(X, +Xny2.

Suppose that ihe length of a steel bar it measured by a number of different observer»> and
lhe following set of 11 measurements are recorded (units millimeter). We will call this
urement set A.

398 420 394 416 404 407 400 420 396 413 430 (Measurement set A)

Uaing Equations (341 and (3.5), mean = 4090 and median = 408. Suppose now that Ihe
=easurcmcnisare taken again using a better measuring rule and with the observers taking more
care to produce the following measurement sel B:

409 406 402 407 405 404 407 404 407 407 408 (Measurement sel B |

For these measurements, mean = 406.0 and median = 407. Which of the two measurement
=== A and B. and the corresponding mean and median values should we have the most
eoefidence in? intuitively, we can regard measurement sel B as being more reliable becauae
M Measurement are much closer together. In sel A. the spread between the smallest

O ») and largest (430) value it 34. while in tel B. ihe spread ii ooly 6.

Thiu, the smaller the spread nflhe measurement*, ihe more confidence ur have in ihe
mean or median value calculated

JIs nou *** whal happens If we increase the number of measurements by extending
tment set B lo 23 measurements. We will call this measurement set C.
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409 406 402 407 405 4QC 407 404 407 407 408 406 410

(Measurement <* C)
406 405 408 406 409 406 405 409 406 407

Now. mean = 4065 and median = 406

This confims our earlier statement that the median value lends toward the mean vatut
as the number of measurements increases.

3.6.2 Standard Deviation and Variance

Expressing the spread of measurements simply as a range between the largest and the sitiallest
value is not. in fact, a very good way of examining how measurement values are distributed
about the mean value. A much better way of expressing the distribution is to calculate the
variance or standard deviation of the measurements. The starting point for calculating these
parameters is to calculate the deviation (error) d, of each measurement x, from the mean value
X, in asetof measurements x|, X2 .... X.:

4 (3.6)

The variance (V .) of the set of measurements is defined formally as the mean of the square* of
deviations:

V. 3.7)

The standarddevotion (o .) ofthe setofmeasurements is defined as the square rootofthe variance:
a="Vi= (3.8)

Unfortunately, these formal definitions for the variance and standard deviation of data arr
made with respect lo an infinite population of data values whereas, in all practical situations.we
can only have a finite set of measurements. We have made the observation previously that
the meaa value xmofa futile set of measurement!, will differ from the true mean vy, of the
theoretical infinite population of measurements that the finite set if part of. This mean» that
there is an error in the mean value used in the calculation ofd, in Equation (3.6). Because
of this. Equations (3.7) and (3.8) give a biased estimate that lends to underestmate the
variance and standard deviation of the infinite set at measurements. A better prediction of
the variance of lhe infinite population can be obtained by applying the Bestel correction factor
(n/n- 1) to the formula for V, in Equation (3.7):

v. 39)
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-afe V is the variance of ihe finite set of measurement and V is the variance of ihe aifim*

Tbl» lead* to a similar belter prediction of the standard deviation by taking the square ro<*of thr
e in Equation (3.9):

<310)

m Example 3.4

f CakmZk)la and V for measurement sets A, B, and C given earlier

ul Salluition
Firét, draw a table of measurements and deviations for set A (mean - 409 as
ated earlier):
420 396 413 430
11 -fit -1) 47 -5 -1 -9 +11 -1] +4 +4»l
| from mean

(deviation») 121 121 22 49 25 1 8 121 169 16 441
X(AM»(10M12 m1370; 5 * number of measurements = 11.

Then, from Equations (3.9) and (3.10), Y=£(*yt0 (KT»r)/" 1= 1370/10 = 137;
» 4 y/V w 11.7.
AMturtm ents and deviations for set B art (mean =406 as calculated earlier):

K Measurement 409 406 402 407 405 404 407 404 407 407 408
A D»wation +1J 0 -4  +1 -1 -2 +1 -2 +1 +1 42
from mean

I (Aviation.) 9 0 1 1 1 4 1 4 1 1 4
<\lem these data, using Equations (3.9) and (3.10), V=42 and a = 2.05.

ANMirem ents and deviations for set C are (mean 406 5 as calculated earlier)

Megsurement 409 406 402 407 40S 404 407 404 407 407 408
Deviation +25 -05 -45 +0S -1» -25 +05 -25 +05 +05 +15
V from mean
(deviation») 625 025 2025 025 225 625 025 625 025 025 225
i* Measurement 406 410 406 405 400 406 409 406 405 409 406 407
-0.5 +35 -0.5 -1.5 +15 -0.5 +25 -0.5 -1.5 +2.5 -0.5-0.5

™5 mean
(devwbom)' 0.25 1225 025 225 225 0.25 6.25 0.25 225 6.25 025025



From thi* data, using Equations (3.9) and (3.10), V = 353 and O = 1.88.

Note that the smaller values of V and a for measurement set B compared with A
correspond with the respective size of the spread in the range between maximum and
minimum values for the two sets.

= Thus, at Vend a decrease for a messurement let, we art abk to expressgreater confidence
that the calculated mean or median value is dose to the true value, that is, that the
averaging process has reduced the random error valueidose to ten.

= Comparing V and a for measurement sets B and C, V and a get smaller as the number
ofmeasurements increases, confiming that corfidence in the mean value increases as
the number of measurements increases.

W e have observed so far that random errors can be reduced by taking the average (mean
or median) ofa number of measurements. However, although the mean or median
value is close to the true value, it would only become exactly equal to the true value if
we could average an infinite number of measurements. As w« can only make a finite
number of measurements in a practical situation, the average value will still have some
error. This error can be quantified as the standard error ofthe mean, which is discussed
in detail a litde later. However, before that, the subject of graphical analysis of random
measurement errors needs to be covered.

3.6.3 Graphical Data Analysis Techniques— Frequency Distributions

Graphical techniques are a very useful way of analyzing the way in which random
measurement errors are distributed. The simplest way of doing this is to draw a histogram.
in which bands of equal width across the range of measurement values are defined and the
number of measurements within each band is counted. The bands are often given the name
data bins. A useful rule for defining the number of bands (bins) ia known as the Sturgis rule,
which calculates the number of bands as

Number of bands =1+ 3.3 loglo(n).

where n is the number of measurement values.

m Example 3.5

Draw a histogram for the 23 measurements in set C oflength measurement data given in
Section 3.5.1.
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A Solution

mMsurements, the recommended number of bands calculated according to the
rulei* 1 + J.3 10g10(23) = 5 49 This rounds to five, as the number of bands muu
be an integer number
I BL th, span ofmeasurements indau set C with five bands, data bands need to be 2 mm
| -p,t boundaries ofthese bands must be chosen carefully so that no measurements fa«
on the boundary between different bands and cause ambiguity about which band to put
them m. Because the measurements are integer numbers, this can be accomplished eas*ty b*
t | ~fining the range ofthe first band as 401.5 to 403.5 and so on. A histogram can now be
drawn as in Figure 3.6 by counting the number of measurements in each band.

In the first band from 401.5 to 403.5, there isjust one measurement, so the height of the
I histogram in this band is 1 unit.

In the next band from 4035 to 405.5, there are five measurements, so the height of the
| ihistogram in this band is 1 = 5 units.

The rest of the histogram is completed in a similar fashion.

When a histogram is drawn using a sufficiently large number of measurements, it
will have the characteristic shape shown by truly random data, with symmetry about
the mean value ofthe measurements. However, for a relatively small number of
I Measurements, only approximate symmetry in the histogram can be expected about the
mean value. It is a matter ofjudgment as to whether the shape of a histogram is close
’eHough tO symmetry 10 justify a conclusion that data on which it is based are truly

4015 4035 4065 4075 4065 4115 MmnmoH
(-05 (-03) (-0.1) (*01) («03) (*0O5) (Deviations)
Figure M
Histogram of measurements and deviations.
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random. It should be noted that the 23 measurements used to draw the histogram
in Figure 3.6 were chosen carefully to produce a symmetrical histogram but exact
symmetry would not normally be expected for a measurement data set as small as 23.

As it is the actual value of measurement error that is usually of most concem, it is
often more useful to draw a histogram of deviations of measurements from the mean
value rather than to draw a histogram of the measurements themselves. The starting
point for this is to calculate the deviation ofeach measurement away from the calculated
mean value. Then a histogram ofdeviations can be drawn by defining deviation bands
ofequal width and counting the number ofdeviation values in each band. This histogram
has exactly the same shape as the histogram of raw measurements except that scaling
of the horizontal axis has to be redefined in terms of the deviation values (these units
are shown in parentheses in Figure 3.6).

Let us now explore what happens to the histogram of deviations as the number of
measurements increases. As the number o f measurements increases, smaller bands can be
defined for the histogram, which retains its basic shape but then consists ofa larger number
of smaller steps on each side ofthe peak. In the limit, as the number of measurements
approaches infinity, the histogram becomes a smooth curve known as a frequency distribution
curve, as shown in Figure 3.7. The ordinate ofthis curve is the frequency ofoccurrence
ofeach deviation value, F{0), and the abscissa is the magnitude ofdeviation, D.

The symmetry of Figures 3.6 and 3.7 about the zero deviation value is very useful
for showing graphically that measurement data only have random errors. Although
these figures cannot be used to quantify the magnitude and distribution of the errors

*0)

figure 3.7
Frequency discnbution curve of deviation»



Mgjkr very similar graphical technique! do achieve this. If the height of the frequency
Attribution curve is normalized such that the area under it is unity, then the curve in this
fC nii» known as a probability ceinu, and the height F(D) at any particular deviation
B~ tftud * O if known as the probability dtnsity function (p.d.f). The condition that
the area under the curve if unity can be expressed mathematically as
EY; >
M1 If(DWD*1

The probability that the error in any one particular measurement lies between two
levels D, and Dj can be calculated by measunng the area under the curve contained
bttwem two vertical lines drawn through D, and D:, as shown by the right-hand hatched
area in Figure 3.7. This can be exprestad mathematically as

PD, <0<0j)= [fD)</D (3.11)
1B O,

O fparticular importance for assessing the maximum error likely in any one measurement
if the cumulative distribution function (c.d.f). This is defined as the probability of observing
a value less than or equal to 0 . and it expressed mathematically as

IHBf o.
P(D<Do)= IfIDIrfD (3 12)
-X
Tbuf, the c.d f. if the area under the curve to the left of a vertical line drawn through Dr
at thown by the left-hand hatched area in Figure 3.7.

A m/ m«ation magnitude Dpcorresponding with the peak of ihe frequency distribution
curve (Figure 3.7) it the value of deviation that has the greatest probability. If the
<nors are entirely random in nature, then the value of D, will equal zero. Any nonzero
'm~u*o fD f indicates systematic errors in data in the form ofa bias that is often removable

=<calibration
]

3.6.4 Cmnssian (Normal) Distribution

AN p®el*u Q01>contain random errors usually conform lo a distribution with a
the \WZ?*UlPe thUI * called Gaussian, although this conformance must always he tested (we
headed "Goodness of fit"). The shape of a Gaussian curve is such that the
deviation. deviations from the mean value is much greater than the frequency of larpr
| coincides with the usual expectation in measurements subject to random enucs



that the number of measurements with a «nail error ii much larger than the number of
measurements with a large error. Alternative names for the Gaussian distribution are normal
distribution or bell-shaped distribution. A Gaussian curve is defined formally as a normalized
frequency distribution that is symmetrical about the line of zero error and in which the
frequency and magnitude of quantities are related by the expression:

Fx)= "' (3.13)
aVv2a

where m u the mean value of data set jt and the other quantities are as defined before.
Equation (3.13) is particularly useful for analyzing a Gaussian set of measurement* and
predicting how many measurements lie within some particular defined range. If measurement
deviations D are calculated for all measurements such that D = x - m. then the curve of
deviation frequency F{D) plotted against deviation magnitude O is a Gaussian curve known
as the errorfrequency distribution curve. The mathematical relationship between F(D ) and D
can then be derived by modifying Equation (3.13) to give

FD) = (3.14)

The shape of a Gaussian curve is influenced strongly by the value of er. with the width

of the curve decreasing as a becomes smaller. As a smaller a corresponds with typical
deviations of measurements from the mean value becoming smaller, this confirms the earlier
observation that the mean value of a set of measurements gets closer to the true value as
a decreases.

If the standard deviation is used as a unit of error, the Gaussian curve can be used to
determine the probability that the deviation in any particular measurement in a Gaussian
data set ii greater than a certain value. By substituting the expression for F(D) in
Equation (3.14) into probability Equatioa (3.11). the probability that the error lies

in a band between error levels D, and Dj can be expressed as

Y5 <*></>)=(-"~.e” "W iD . @3.15)
)

Solution of this expression is simplified by the substitution
z=D/o. (3.16)

The effect of this ii to change the error distribution curve Into a new Gausaian distribution that
has a standard deviation of one (0 = |') and amean of zero. This new form, shown in Figure 3.8.
is known as a standard Gaussian curve (or sometimes as a : distribution), and the dependent
variable is now z instead of D. Equation (3.15) can now be re-expressed as



figure 3.8
Standard Gaussian curve (5(r) versus /7).

/50t <D <Di) =f(l] <r<U)=|— a1
w P <

Unfortunately, neither Equation (3.15) nor Equation (3.17) can be solved analytically using
tables of standard integrals, and numerical integration provides the only method of solution.
However, in practice, the tedium of numerical integration can be avoided when analyzing
data because the standard form of Equation (3.17), and its independence from the particufar
values of the mean and standard deviation of data, means that standard Gaussian tables that
tabulate F (:) for various values of i can be used.

3.6.5 Standard Gaussian Tables ¢k Distribution)

A standard Gaussian table (sometimes called : distribution), such at that shown in Table 3 I.
tabulates the area under the Gaussian curve F(z) for various values of r. where F(r) is
given by

M- J @3

gives the proportion of data values that are less than or equal to r. This proportion is
. under ** curve °f F(z) against : that is lo the left of ;. Therefore, the expression
{i,a] *Ne4uatwn (3.171has to be evaluated as (FUj) - F\:,)|. Sludy of Table 3.1 shows
°f thetatli * forr“ O Thi» confirm» that, as expected, the number of data values <Ois W *
Table 3 ,nU,, **so'f data only have random errors. It will also be observed that
f 1-Necommon with most published standard Gaussian tables, only gives F (:) for
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Tabl* 3.1
5 0.00
00 05000
01 05398
02 05793
03 06179
04 06554
0S 06915
06 07257
07 07580
08 0788l
09 08159
10 08413
11 08643
12 08849
13 09032
14 09192
1S 09332
16 09452
17 09554
18 09641
19 09713
20 09772
21 o982l
22 09861
23 09893
24 09918
2S5 09938
26 09953
27 0995
28 09974
29 091
30 09986
31 09990
32 09993
33 09995
34 09997
3S 09998
36 09998

Error Function TabW (A m under a Gaussian Cury* or1 Distribution)

OAl

0.5000
05438
0.5832
06217
06591
06950
0.7201
0 7611
0 7910
08186

0.8665
08869
09049
09207
09345
09463
09564
09648
0.9719
09778
0 9826
09864
09896
09920
09940
0.9955

09975
09982
09987
09991
0 9993
09995
0 9997
09998
0 9998

0.02

05080
0 5478
0.5871
0 6255
06628
0.6985
0.7324
0 7642
0 7939
0.8212
0 8461
0 8686
0 8888
0 9066
0.9222
0.9357
0.9474
0.9573
0.9656
0.9726
0.9783
0.9830
0.9868
09898
0.9922
09941
0.9956
09967
0.9976
0.9982
09987
0.9991
09994
09995
0.9997
0 9998
0.9998

0.03

0.5120
0.5517
0 5910
06293
0 6664
0 7019
07357
0.7673
0 79117
08238
0 8485
08708
08906
09082
09236
0.9370
09484
09582
0 9664
0.9732
0.9788
0 9834
09871
09901
0.9924
09943
09957
0 9968
09977
0 9983
0 9988
0 9991
0 9994
0 9996
0 9997
0 9998
0 9999

0.04

0.5160
05557
0.5948
06331
0.6700
0.7054
0 7389
07703
07995
08264
08508
08729
0.892S
0 9099
09251
09382
09495
0.9591
0.9671
09738
09793
09838
09875
09904
09926
09945
09959
09969
0.9977
09984
09988
09992
09994
09996
09997
09998
09999

0.05

0.5199
05596
0 5987
0 6368
06736
0.7088
07422
07734
0.8023
0 8289
0.8s31
0.8749
0.8943
0.9115
0.9265
09394
0.9505
09599
0.9678
0.9744
0.9798
09842
09878
09906
0.9928
09946
09960
0.9970
09978
0.9984
09989
0.9992
09994
09996
0.9997
09998
0 9999

0.t«

05139
05636
0 6026
06406
04772
0.7123
7454
07764
0.8051
0.8)15
01554
0.8770
08962
09131
0.9279
09406
0.995
09608
09686
0.9750
0.9803
09846
09881
0 9909
09930
09948
0.9961
0.9971
09979
0 9985
09989
0.9992
0 9994
0 9996
09997
0.9998
0 9999

0.07

0.5279
0 5675
0.6064
06443
0 6808
0.7157
0 7486
07793
08078
08340
08577
0 8790
0 8980
09147
0.9292
09418
0.9525
09616
0 9693
0.9756
09808
09850
0 9884
0.9911
0.9932
09949
0 9962
09972
09979
0 9985
09989
0 9992
09995
09996
09997
09998
0 9999

0.08

0.5319
05714
0.6103
06480
06844
0.7190
0.7517
0.7823
0.8106
08365
08599
08810
08997
0.9162
09306
09429
0.9535
0.9625
09699
09761
0.9812
09854
09887
0.9913
0.9934
09951
0.9963
0.9973
09980
0 9986
09990
0.9993
0 9995
0 9996
09997
0 9998
09999

0.09

0 5359
0.5753
0.6141
0.6517
06879
0.7224
0.7549
0.7852
0.8133
0 8389
0.8621
0.8830
0.9015
0.9177
0.9319
0.9441
0.9545
0.9633
0 9706
0.9767
09817
09857
09890
0.9916
09936
0.9952
09964
09974
09981
09986
09990
09993
0.9995
09996
09998
09998
09999

positive values of i. For negative values of z. we can make use of the following relationship
because the frequency distribution curve U normalized:

F(-1) - 1 - F(i).

(3.19)

[F(-2) is the area under the curve to the left of (- z). i.e.. it represents the proportion of dau

values <-*.)
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m Example 3.6

m How many measurements in a data set subject to random errors lie outside deviation
mboundaries of +a and - a, that is, how many measurements have a deviation greater

| than N

11 Solution

The required number is represented by the sum of the two shaded areas in Figure 3.9.
This can b«expressed mathematically asP(E<-aorE> +8B) = LLE <-it) +P(E >+e).
For£ =-a,j < -1.0 [from Equation (3.14)].

Using Table 3.1: P(E<-0)=F[~ 1)=1-fi(1) =1- 0.8413=0.1587.

Similarly, for E = +«,* = +1.0. Table 31 givesP (E>+a)=1-P(E< +<n=1-4(1)=
1 -0.8413 =0.1587. (This last step is valid because the frequency distribution curve is
normalized such that the total area under it is unity.) Thus, P[E<-a] + ?fE>+a] =
0.1587 + 0.1587 = 0.3174 ~ 324, that is, 32% of the measurements lie outside the o0
boundaries, than 68% of the measurements lie inside.

The analysis just given shows that, for Caussian-distributed data values, 68% of

the measurements have deviations that lie within the bounds of +o0. Similar analysis
. shows that boundaries of £20 contain 95.4% of data points, and extending the

boundaries to +£30 encompasses 99.7% of data points. The probability of any data

point lying outside particular deviation boundaries can therefore be expressed by the

following table.

F(E)

Hgure 3.9
in boundaries.



36.6 Standard Error o ftk« Mean

The foregoing analysis has examined the way in which measurements with random errors are
distributed about the mean value. However, we have already observed that some error exists
between the mean value of a finite tet of measurements and the true value, that ia, averaging
a number of measurements will only yield the true value if the number of measurements

ii infinite. If several subsets are taken from an infinite data papulation with a Gaussian
distribution, then, by the central limit theorem, the means of the subsets will form «Gaussian
distribution about the mean of the infinite data set. The standard deviation of mean values of
a series of finite sets of measurements relative to the true mean (the mean of the infinite
population that the finite set of measurements is drawn from) is defined as the standard
error of the mean, a. This is calculated as

a = a/y/n. (3.20)

Clearly. i tends toward zero ai the number of measurements () in the data set expands
toward infinity.

The next question is how do we use the standard error of the mean to predict the error
between the calculated mean of a finite set of measurements and the mean of the infinite
population? In other words, if we use Ihe mean value of a finite set of measurements to
predict the true value of the measured quantity, what is the likely error in this prediction?
This likely error can only be expressed in probabilistic terms. All we know for certain is
the standard deviation of the error, which is expressed aa a in Equation (3.20). We also
know that a range of = one standard deviation (i.e.. +«) encompasses 68% of the deviations
of sample means either side of the true value. Thus we can say that the measurement
value obtained by calculating the mean of a set of 1 measurements, jri.jr2. -jr.. can be
expressed as

X» Xnmm=t a
with 68% certainty that the magnitude of the error does not exceed Idii. For data set C of length

measurements used earlier, n = 23. e > 1.88. and 1 = 0.39. The length can therefore be
expressed as 406.3 + 0.4 (68% confidence limit).



Measurement Uncertainty t f

ileoW em of expressing the error with 68% certainty it that there is a 32% chance
~fcerror iagreater than a. Such a high probability of the error being greater than
no* be acceptable in many situations. If this k the cate, we can use the fact tlua
H ~ e of +iwo atandard deviation», that 1». +2a. encompasses 4.5.4% of the deviation
gftemple mean» either side of the true value. Thus, we can express the measuremenl

value aa
a=*m> +2a

with 93.4% certainty that the magnitude of the error does not exceed 1291 This means that
there ia only a 4.6% chance that the error exceeds 2a. Referring again to set C of length
measurements. 2a 1 3.76. 2a* 0.78. and the length can be expressed as 406.3 + 0.8 (95.4%
confidence’ limits).

If we wish to express the maximum error with even greater probability that the value is

comet, wecould use £3a limits (99.7% confidence). In this case, for length measurements agan.
3x* 5.64.3a - 1.17.and the length should be expressed as 406.5 + 1.2 (99.7% confidence
limits). There is now only a0 J% chance (3 in 1000) that the error exceeds this value of 1.2

3.6.7 Estimation ofRandom Error hi4 Singh Measurement

In mar> situations where measurements art subject to random error», it is not practical to take
repeated measurements and rind the average value. Also, the averaging process becomes invalid
if the measured quantity does not remain al aconstant value, aa is usually the caae when process
variables are being measured. Thus, if only one measurement can he made, some means of
«timating the likely magnitude of error In it is required. The notmal approach to this is to
calculate the error within 95% confidence limits, that is. to calculate the value of deviation D such
th*95% of the area uader the probability curve lies within limits of +D. These limits corrrspmd
to adeviation of =+ 1,960. Thus, it is necessary to maintain the measured quantity at a constant
value while a number of measurements are taken in order 10 create a reference measieemert
*<ftom which o can be calculated. Subsequently, the maximum likely deviation in a single
measuremcni can be expressed as Deviation « =+ 1.96<. However, this only expresses the
maximum likely deviation of the measurement from the calculated mean of the reference
memeurermeni set. which is not the true value as observed earlier. Thus the calculated value for
«andanl error of the mean has to be added to the likely maximum deviation value. To
,. Y |||n* thia should be expressed 10 the same 95* confidence limits Thus, the maximum
error in a single measurement can be expressed bl

Error» £1.96(0 +a). (3.21)

eN*ka»ing this matter, it must be emphasized that the maximum error specified for a
AP**nx»em is only specified for the confidence limits defined. Thus, if the maximum erroris
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specified as + 1% with 95% confidence limits, (his means that there is still | chance in 20 thai
the error will exceed = 1%.

m Example 3.7

Suppose that a standard mass is measured 30 times with the same instrument to
create a reference data set, and the calculated values ofa and t are a = 0.46 and

3 =0.08. If the instrument is then used to measure an iWtknown mass and the reading is
105.6 kg, how should the mass value be expressed?

_ L}
m Solution
Using Equation (3.21), 1.96(0 4-a) » 1.06. The Tam value should therefor* be
expressed as 105.6 +1.1 kg.
L}

3.6.8 Distribution »fManufacturing Tolerances

Many aspects of manufacturing processes ate subject to random variations caused by factors
similar to those that cause random error» in measurements. In most cases, these random
variations in manufacturing, which are known at tolerances, fit a Gaussian distribution,

and the previous analysis of random measurement errors can be applied to analyze the
distribution of these variations in manufacturing parameters.

m Example 3.8

An integrated circuit chip contains 10s transistors. The transistors have a mean current
gain of 20 and a standard deviation of 2. Calculate the following:

(a) number of transistors with a current gain between 19.8 and 20.2
(b) number of transistors with a current gain greater than 17

m Solution

(a) The proportion of transistors where 19.8 < gain < 20.2 is
P\X < 20] - P\X < 19.8] - Pk<0.2] - Phk< -0.2] (fori = (X - ft)/a)

ForX =20.2,t =0.1, and forX - 19.8,r = -0.1
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; From tables, P\r < 01) - 05398 and thus P[r < -0.1] =1- P[i<0.1J* 1
[- o.5398 « 0.4602
Hence. P\i <0.1] - P\i < -0.1J) - 0.5398 - 0.4602 «=0.0796
0.0796 X 10* m 7960 transistors have a current gain in the range from

19.8 to 20.2.
(b) The number oftransistors with gain >17 is given by

| Pk>17]« 1-Pi* <17)=1- PK -15] = Pi <+15] = 09332

Thus, 93.32%, that is, 93,320 transistors have a gain >17.

3.6.9 Chi-Squared (}f) Distribution

We have already observed the fact that, if we calculate the mean value of successive sets
of sample» of N measurements, the means of those samples form a Gaussian distribution
about the true value of the measured quantity (the true value being the mean of the infinite
data let that the set of samples are part of). The standard deviation of the distribution of
the mean values was quantified as the standard error of the mean.

It is also useful for many purposes to look at distribution of the variance of successive s>
ol samples of N measurements that form puft of a Gaussian distribution. This is expressed as the
chi squared distribution F(xJ). where x = given by

X< * K0.2/*2 3.22)

where 0, is the variance of a sample of N measurements and o' is the variance of the
in inite data set that nets of N samples are pan of. K is aconstant known as the number ol dearer,
ot freedom and ii equal to (N -1).

* t'Stn,1u,lon depend» on the value of k. with typical vhapes being shx
- 10-~  arc* “"der the x: distribution curve is unity but. unlike the Gaussian

shanr"/ "n .* * distribution is not symmetrical However. U lends toward the symmetrical
-4 * OfaOussmn distribution as k becomes very large.

sam p le *» e*Preskc’ ,hc expected variation due lo random chance ol the variiuxc ol a

magnitude of |b°T verience of th« infinite population that the sample is part of The

level °f nedon**x”eclcd v,riation depends on what level of "random chance" we set The
K " C™ nCe BnormaHy expressed as a level of significance, which is usual It



Figure 3.10
Typical X1 distributions.

Figure 311
Meaning of symboal & for x1 distribution.

denoted by the symbol a. Referring to the xJ distribution shown in Figure 3.11, value
denotes the x2value to the left of which lies 100(1—a)% of the area under the x2distribution
curve. Thus, the area of the curve to the right of it a and that to the left it (1 - e).

Numerical valuet for x2are obtained from tables that expieu the value of xI for various
degrees of freedom k and for various levels of significance s. Published tablet differ in the
number of degrees of freedom and the number of levels of significance coveted. A typical tabic
is shown at Table 32.

One major use of the Xs distribution iato predict the variance o 1of an infinite dataM . given the
measured variance a,2 of a sample of N measurements drawn from the infinite population
The boundaries of the range of x1valuet expected for a particular level of tignificance * can be
expressed by the probability expression:
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0.005 0.025 0.050 0.900 0.950 0.07! 0.900 0.905 0.999

1 393 0982 039 271 384 5.02 663 788 10.*
10-5
2 .0100 .0506 .103 461 5.99 7.38 921 106 13*
3 0717 216 352 625 7.81 9.35 113 128 163
4 0.207 484 711 778 949 1.1 133 149 1*3
s 412 81 1,11 9.24 1.1 120 1s.1 16.7 205
6 676 124 164 10.6 12.6 144 16.8 185 25
7 989 1.69 217 120 141 160 185 203 24.3
8 134 218 273 134 155 175 20.1 220 261
9 173 270 333 14.7 16.9 1* 0 21.7 236 279
10 216 325 3.94 16.0 183 205 232 252 296
1 260 382 4.57 173 197 219 247 26.8 313
12 307 440 523 185 21.0 233 26.2 2*3 32»
13 357 5.01 589 198 224 247 277 298 345
14 407 5.63 6.57 211 237 26.1 29.1 313 361
15 460 6.26 7.26 23 250 27» 306 328 37.7
16 S.14 691 7.96 235 263 288 320 343 393
17 5.70 756 8.67 248 276 30.2 334 317 40*
IS 6.26 8.23 939 260 289 318 34.8 372 42.3
19 6*4 891 10.1 272 301 329 362 386 43*
20 743 959 109 284 314 34.2 376 400 453
21 8.03 103 11.6 296 327 3.8 38.9 414 46*
22 864 11.0 123 308 339 368 403 428 4*3
23 926 117 131 320 352 181 416 44.2 497
24 989 124 138 332 364 394 43.0 416 S1.2
25 105 131 146 344 377 406 443 46.9 526
26 11.2 138 154 356 389 419 45.6 483 34]
27 18 146 162 36.7 40.1 432 470 49.6 555
28 125 153 169 379 413 445 483 51.0 569
29 131 16.0 177 301 426  4*7 4956 523  S*S
30 138 168 185 403 438 470 50.9 337 597
ig | 172 206 125 461 498 532 57.3 603 666
P 207 24.4 265 518 55.8 593 63.7 66.8 734
0 gg’g 284 306 575 617 65.4 70.0 732 801
= 47-2 324 348 63.2 675 714 76.2 795 867
100 529 56 1 911 96.2 1008 106 4 1103 1M
€73 74.2 779 1115 1243 1296 1358 1402 1494
I'e "wilhm*tb |, 'mplCr 1elllk-** “ * **yin* hal Jlere “ 1 of (I -*)% Ihel x1
f« « level of 4, *nf e NSUndd bY ~ 1 for* level bl ngnificaixc of 9. For extrii*e.

between * ~° 5 he« 1*«93% probability (<m confidence level Mlui x: lie*



Substituting into Equation (3.23) using the expression for X2given in Equation (3.22):

This can be expressed in an alternative but equivalent form by inverting the terms and changing
the “ <" relationships to “>* ones:

Now multiplying tte expression through by ko,2gives the following expression for the
boundaries of the variance a2

(3.24)

The thing that is immediately evident in this solution is that the range within which the true
variance and standard deviation lies Is very wide. This is a consequence of the relatively small
number of measurements (10) in the sample. It is therefore highly desirable wherever possible
to use a considerably larger sample when making predictions of Ihe true variance and standard
deviation of some measured quantity.

The solution to Example 3.10 shows that, asexpected, the width of the estimated range In which
the true value of the standard deviation lies gets wider si we increase the confidence level from
90 to 99%. It ia also interesting to compare the results in Examples 3.Y and 1.10 for the same
confidence level of 95%. The ratio between maximum and minimum values of eatimated
variance is much grester for the 10 samples in Example 3.9 compared with the 25 samples in
Example 3.10. This Aows the benefit of having a larger sample size when predicting the
variance of the whole population that the tample is drawn from.

m Example 3.9

The length of each rod in a sample of 10 brass rods is measured, and the variance of the
length measurement in the sample is found to be 16.3 mm. Estimate the true variance
and standard deviation for the whole batch of rods from which the sample of 10 was

drawn, expressed to a confidence level of 95%.
-

m Solution

Degrees of freedom (k) = A/ —1=9
Fora,2= 16.3, k0,1 = 146.7
For confidence level of 95%, level of significance, a, = 0.05
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Applying Equation (3.24), the true variance is bounded by the values of 146.7/Xows

and 146.7/Xoms

Looking up th< appropriate values in the x distribution table for k = 9 gives
X»,, =270 ;xioi. - 1902 i 1467/xi,s - 54.3 ; 146.7/x*M5 - 7.7

The true variance can therefore be expressed as 7.7 <a2< 54.3

The true standard deviation can be expressed as s/71 <a < s/54.3, that is,

2%<a<74

11 Example 3.10

The length of a sample o f 25 bricks is measured and the variance of the sample is

1 circulated as 6.8 mm. Estimate the true variance for the whole batch of bricks
from which the sample of 25 was drawn, expressed to confidence levels of (a) 90%,
(b) 95%, and (c) 994.

Solution

Degrees of freedom (k) = N — 1 =24
Fora,2 = 6.8, ko,2= 163.2
(a) For confidence level o f 90%, level o f significance, a, = 0.10 and 5/2 = 0.05
Applying Equation (3.24), the true variance is bounded by the values of 163 2 /x i«
and 163 2/xjM

ril®okmg up the appropriate values in the X2 distribution table for k = 24 gives
3ti,s = 13.85; Xoos = 36.42 ; 163.2/xi, - 11.8; 163.2/x|os = 4.5
The true variance can therefore be expressed as 4.S < al< 11.8

~or confidence level o f 95%, level of significance, i, = 0.05 and 1/2 = 0.025
I Applying Equation (3.24), the true variance is bounded by the values of 163.2/ xi
*3 2/xiM5 n "UMn

Pjok'ng uptheappropnate values in the X2 distribution table for k = 24 givrs
tty s 12.40; Xooij = 39.36 ; 163 2 /xi,B = 13.2 ; 163.2/xioj, “ 41

r 2 * tru# variance can therefore be expressed as 4 1 < oJ < 132

H cjFor confidence level of 99%, levtl of significance, @, = 0.01 and a/2 = 0.005
Applying Equation (3.24), the true variance is bounded by the values of 146 7 'x i,,,

46 7/Xoo»s
king up the appropriate values in the x2 distribution table for k = 24 gives

T?2M,'M~9 M 1*°006 = 45 56 : 163 2/1& =16 5; 163 2/Xo0os = 3 6
* vanance can therefore be expressed as 3.6 < a2 < 16.5
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3.6.10 Goodness of Fit to a Gaussian Distribution

All of the analysis of random deviations presented so l'ar only applies when data being analyzed
belong to a Gaussian distribution. Hence, the degree to which a set of data fits a Gaussian
distribution should always be tested before any analysis is carried out. This test can be carried
out in one of three ways:

(a) Inspecting the shape ofthe histogram: The simplest way to test for Gaussiaa distribution
of data is to plot a histogram and look for a “bell shape" of the form shown earlier
in Figure 3.6. Deciding whether the histogram confirms a Gaussian distribution is a
matter of judgment. For a Gaussian distribution, there must always be approximate
symmetry about the line through the center of the histogram, the highest point of the
histogram must always coincide with this line of symmetry, and the histogram must
get progressively smaller either side of this point. However, because the histogram
can only be drawn with a finite set of measurements, some deviation from the perfect
shape of histogram as described previously is to be expected even if data really are
Gaussian.

(b) Using a normal probability plot: A normal probability plot involves dividing data
values into a number of ranges and plotting the cumulative probability of summed
data frequencie» against data values on special graph paper.* This line should be
a straight line if the data distribution is Gaussian. However, careful judgment it
required, as only a finite number of data values can he used and therefore the line
drawn will not be entirely straight even if the distribution is Gaussian. Considerable
experience it needed to judge whether the line is straight enough to indicate a
Gaussian distribution. This will be easier to understand if data in measurement set
C are used at aa example. Using the same five ranges is used to draw the histogram,
the following table is first drawn:

401130 403.Su 4051 M 407510 405to

Ranj* 403S 4055 407.1 4095 4118
Number ofd«U items in 1 5 n 5 1
nnge
Cumulative number of data 1 6 17 22 23
itenai
Cumulative number ofdata 43 26.1 73» 957 1090
item» u %

The normal probability plot drawn from this table is showa in Figure 3.12. This is
sufficiently straight to indicate that data in measurement set C are Gaussian.

Thu it available from fKctaiia ilaliaoery tupplwrv
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Figure 3.12
Normal probability plot.

(e) The X3ttsr. The x2distribution provides a more formal method for testing whether data
follow a Gaussian distribution. The principle of the xJ test is to divide data into p egaal
width bins and FO count the number of measurements n, in each bin. using exactly the
aame procedure as done to draw a histogram. The expccted number of measurements n, in
each bin for a Gaussian distribution it also calculated. Before proceeding any farther, a
check must he made at this stage to confirm that at least HO* of the bins have a data
count greater than a minimum number for both n, and n,. We will apply a minimum
number of four, although some statisticians use the smaller minimum of three and some
uee a larger minimum of five. If this check reveals that too many bins have data counts less

|N«n the minimum number, it is necessary to reduce the number of bins by redefining

p klir widths The test for at least of ihe bins exceeding the mmimum number then hes

jk|V* reappited. Once the data count in the bins is satisfactory, a x' value is calculated for
data according to the following formula:

G.ui

then examines whether the calculated value of x: = greater than would
This*I* [* *= * 9 eysiian distribution according to some ipecified level of chance,
for (& VCl ****»« off the expected value from the i 2distribution table (Table 3.2)
=P~ ified confidence level and comparing this expected value with that calculated
(3.23). This procedure will become clearer if we work through an eiample
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B Example 3.11

A sample of 100 pork pies produced in a bakery is taken, and the mass of each pie
(grams) it measured. Apply the x2test to examine whether the data set formed by the set
of 100 mass measurements shown here conforms to a Gaussian distribution.

487 S04 501 SIS 491 496 482 S02 508494 505 501 48S 503 507 494 489 501 510 491
503 492 483 501 S00 493 SOS 501 517 500 494 503 500 488 496 500 519 499 495 490
503 500 497 492 510 506 497 499 489 506 502 484 495 498 5/2 496 512 504 490 497
488 S03 512 497 480 509 496 513 499 502 487 499 505 493 498 508 492 498 486 511

499 504 495 500 484 513 509 497 505 510 516 499 495 507 498 514 506 500 508 494
-

m Solution

Applying the Sturgis rule, the recommended number of data bins p for N data points is
given by
p =1+ 33log,0ON = 1+ (3.3)(2 0000) * 7.6.

This rounds to 8.

Mass measurements span the range from 480 to 519. Hence we will choose data bin
widths of 5 grams, with bin boundaries set at 479.5, 484.5,489.S, 494.5, 499.S, 504.5,
509.5, S14.S and 519.5 (boundaries set so that there it no ambiguity about which
bin any particular data value fits in). The next step involves counting the number of
measurements in each bin. These are the n, values, i = 1, -mm8, for Equation (3.25).
Results of this counting are set out in the following table.

Bin numtwr (i) 1 2 3 4 5 < 7 8
Dau range 479.S 4845 489.5 4945 499 5 5045 509.5 5145
to to to to to to to to
4845 4895 4945 4995 504.5 5095 5145 5195
Measurements 5 8 13 23 24 14 9 4

inrim*(r»j)

Because none of (he bins have a count lest than our itated minimum threshold of
four, we can now proceed to calculate n, values. These are the expected numbers of
measurements in each data bin for a Gaussian distribution. The suiting point for this
calculation is knowing the mean value (1) and standard deviation of the 100 mass
measurements. These are calculated using Equations (3.4) and (3.10) bl |l « 499.S3 and
0 =8.389. We now calculate the r values corresponding to the measurement values (x) at
the upper end of each data bin using Equation (3.16) and then ute the error function
table (Table 3.1) to calculate F(t). F[i) gives the proportion oft valuet that are < |, which
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give* the proportion 0 FT measurements less than the corresponding * values. This then

M____..m.bnnn ofthe # UMtrttd number ofmeasurement* n. | in »arh Harn Kin T>i#w
calculations are shown in the following table.
™ «CAH*) W Expected number of LL)

484 5 1792 0.037 3.7

489 5 -1 195 0.IM 79

4945 0.«600 0.174 158

499.S -0.e 004 0498 224

504.5 D.«.592 0723 225

509.5 1_ .188 0*83 1«.0

5145 1- .784 0M3 8.0

5195 2_;.18l1 0.991 28

In case there is any con-efusion about the calculation of numbers in the final column, let
usconsider rows 1and S 2 . Row 1shows that the proportion ofdata points less than 484.5
is 0.037. Because there e are 100 data points in toul, the actual estimated number of
data points less than 45S84.5 is 3.7. Row 2 shows that the proportion of dau points
less than 489.5 is0.1106, and hence the total estimated number of data points less
than 489.5 is 11.6. This s total includes the 3.7 data points less than 484.5 calculated
in the previous row. He «rice, the number of dau points in this bin between 484.S

and 4895 is 11.6 minu as 3.7, that it, 7.9.

We can now calculate ttxhc X 2value for data using Equation (3.25). The steps of the
calculation art shown ire n the following table.

Bin number (p) n Hir (n-m) (4- oy («K- r
37 13 1*9 044
79 0.1 0.01 000
158 2.8 7.84 0.50
224 0.6 0.36 0.02
225 15 225 0.10
1(.0 -2.0 4.00 0.25
10 1.0 1.00 0.12
28 12 144 051

[=bevalueo fx 2iS now fo «4ind by summing the values in the final column to give x] * 1 96.

~*e final step is to checr=Hc whether this value of X2is greater than would be expected

p r aGaussian distribute on. This involves looking up X 2in Table 3.2. Before doing this, we
v* to specify tbe num aber of degrees of freedom, k. In «his case, K is the number of
sminus 2, because dasata art manipulated twice to obtain the n and o statistical values

Uied in the calculation o o f n,. Hence, k=8 - 2 =6.

T*bl* i 2 shows tfiat, forx>r K * 6, X2 = '-64 for a 95% confidence level and X 2* 2.20
P**®0% confidence lew-vel Hence, our calculated value for X 20f 1.96 shows that the
I*vel that das.ta follow a Gaussian distribution is between 90% and 95%.



We will now look ai a slightly different example where we meet the problem that our initial
division of data into bins produces too many bins that do not contain the minimum number of
data points necessary for the x2test to work reliably.

m Example 3.12

Suppose that the production machinery used to produce t(ie pork pies featured in
Example 3.11 ia modified to try and reduce the amount ofvariation in mast. The mass of
a new sample of 100 pork piet it than measured. Apply the x*teit to examine whether the
data tet formed by the tet of 100 new matt measurement» shown here conforms to a
Gauttian distribution.

503 509 49S 500 504 491 496 499 501 489 507 501 486 497 500 493 499 505 501 495
499 515 505 492 499 502 507 500 498 507 494 499 506 501 493 498 505 499 496 512
498 502 508 500 497 485 504 499 502 496 483 501 510 494 498 505 491 499 503 495
502 481 498 503 508 497 511 490 S06 500 508 504 517 494 487 505 499 509 492 484

500 507 501 496 510 503 498 490 501 492 497 489 S02 495 491 500 513 499 494 498
=

m Solution

The recommended number of data bint for 100 measurements according to the Sturgis
rule is eight, as calculated in Example 3.11. Matt measurements in this new dau tet tpan
the range from 481 to517. Hence, data bin widths of 5 grams are still suggested, with bin
boundaries tet at 479.5, 484.5, 489.S, 494.5, 499.5, 504.5, 509.5, 514.5, and 519.5.
The number of measurements in each bin is then counted, with the count* given in the
following table:

Bin number (i) 1 2 3 4 5 6 1 8
Data rang* 479.5 484 5 489.5 4945 499.% 504.5 509.5 5145
to to to to to to to to
4*45 4895 494.S 4995 5045 5095 5145 5195
Measurements 3 s 14 29 26 16 5 2
in range (nj)

Looking at these counts, we see that there are two bins with a count lest than four. This
amountt to 25% ofthe data bint. We have taid previously that not more than 204 ofdata
bins can have a data count less than the threshold of four if the x2test it to operate
reliably. Hence, we mutt combine the bint and count the measurements again. The usual
approach it to combine pairs of bint, which in thit cate reduces the number of bint from
eight to four. The boundariet of the new tet of four bint are now 479.5, 489.5, 499.5,
509.5, and 519.5. New data ranges and counts are shown in the following table.
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Bin number (i) 1 2 3 4
Data rang* 479510 4895 4895t04995 4995to 5095 5095 to 5195
Measurement» in B 43 42 7

Now, none of the bin* have a count leu than our stated minimum threshold of four and
SO We can proceed to calculate n( values as before. The mean value (4) and standard
deviation ofthe new mass measurements are L, = 499.39 and a = 6.979. We now
calculate the zvalues corresponding to the measurement values (x) at the upper end
ofeach data bin, read offthe corresponding fl(z) values from Table 3.1, and so calculate
the expected number of measurements (n,) in each data bin:

* z (™) a*) Expected number of data in bm (1% )
489.5 -1.417 0.078 7*
4995 -0.016 0494 41.6
5095 1449 0.926 432
5195 2.882 0998 72

We now calculate the %2 value for data using Equation (3.25). The steps of the calcu-
lation are shown in the following table

Bin number (p) " («=2)*
1 8 78 0.2 0.04 0 005
2 43 416 14 1.96 0 047
3 42 432 -12 144 0033
4 7 72 0.2 0.04 0.006

value of x2 is now found by summing the values in the final column to give
X — 0 091. The final step is to check whether this value of x2'$ greater than would
e «pected for a Gaussian distribution. This involves looking up i “ in Table 3.2. Tha
bme. k = 2, as there are four bins and « is the number of bins minus 2 (as explained m

. 311._data were manipulated twice to obtain the N*nd a statistical values used
in the calculation o f ni).

™ ** 2 shows lhat, for k = 2, =0 10 for a 95% confidence level Hence, our
~H M ted value for x* 0f0.91 show» that the confidence level that datafollow a Gau»»un
ANDpution is slightly better than 95%.

AN K *x**yr” t ifthe two bin counts less than four had been ignored and had been
for the eight original data bins, a value of x2 = 2 97 would have been

~m N e“e(etwould be a useful exercise for the reader to check this for himself/Kerself )

laboi ' ot (k =8 — 2), the predicted value of x1 for a Gaussian popu-

NEaia«m * 1m* n ** % x*x* confidence level. Thus the confidence that data fit a
f "Ndi«ribution is substantially less than 90% given the y1value of 2 97 calculated
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fordau. This result arises because of the unreliability associated with calculating | 1from

dau bin counts of less than four.
.

3.6.17 Rogue Data Points (Data Outliers)

In a sel of measurements subject to random error, measurements with a very large error
sometimes occur at random and unpredictable timet, where the magnitude of the error is
much larger than could reasonably be attributed to the expected random variation* in
measurement value. These are often called rogue data points or data outliers. Sources of such
abnormal error include sudden transient voltage surges on the main power supply and
incorrect recording of dau (e.g.. writing down 146.1 when the actual measured valae was
164.1). It is accepted practice in tuch cates to discard these rogue measurements, and a
threshold level ofa i3 o deviation it oftea used to determine what should be discarded. It it
rare for measurement erron to exceed £Jo limits when only aormal random effects are
affecting the measured value.

While the aforementioned represents a reasonable theoretical approach to identifying
and eliminating rogue data points, the practical implementation of such a procedure needs
to be done with care. The main practical difficulty that exists in dealing with rogue data
points it in establishing what the expected standard deviation of the measurements it.
When a new set of measurements is being taken where the expected standard deviation is
not known, the possibility exists that a rogue data point exists within the measurements.
Simply applying a computer program to the measurements to calculate the standard
deviation will produce an erroneous result because the calculated value will be biased by
the rogue data point. The simplest way to overcome this difficulty is to plot a histogram of
any new set of measurements and examine this manually to spot any data outliers. If no
outliers are apparent, the standard deviation can be calculated and then used in a =30
threshold agaimt which to test all future measurements. However, if this initial data
histogram shows up any outliers, these riiould be excluded from the calculation of the
standard deviation.

It is interesting at this point to retum to the problem of ensuring that there are no outliers in the
set of dau used to calculate the standard deviation of data Mid heace the threshold for rejecting
outliers. We have suggested that a histogram of some initial measurements be drawn and
examined for outliers. What would happen if the set of dau given earlier in Example 3.13
was the initial dau tel that was examined for outliers by drawing a histogram? What would
happen if we did not spot the outlier of 4.39? This question can be answered by looking at the
effect on the calculated value of standard deviation if this rogue dau point of 4.39 it lacluded
in the calculation. The standard deviation calculated over the 19 values, excluding the 4.59
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nieni, ,40062- The standard deviation calculated over the 20 valuet. including the 45»
it 0X163 and the mean (lain value is changed to 4 42. This give» a 3o threshold of
0.19 and the boundaries for the =+ /1o threshold operation are now 4.23 and 4.61 This doe* am
eebde the data value of 459, which we identified previously as a being a rogue data point'
Thu confirs the necessity of looking carefully at the initial tet of data mad to calculau tie
tfeesholds for rejection of the rogue data point to ensure that initial data do not contain & rog«e
data point*. If drawing and examining a histogram do no* clearly show that there are no rogue dau
point- in the “ reference” set of dau. it is worth taking another set of measurement™* 1o see »he«bet
aEfcrencc se« of dau can be obtained that is more clearly free of rogue dau poinu.

m Example 3.13

A set0fm easurem ents is made with a new pressure transducer. Inspection of a histogram
| ~of the firtt 20 measurements does not show any data outliers. The sUndard deviation
I ofthemeasurements it calculated as 0.05 bar after this check for data outliers, and
li the mean value it calculated as 4.41. Following thit, the following further set of
| Fmeasurements it obtained:

| 43544« 439434441 452444437441 433439447 44245944543*44343644*%445

| 1 Use the =30 threshold to determine whether there are any rogue data points mthe

|[measurement set.
m

WSolution

«Because the calculated a value for a set of “good” measurements is given as 0.05, the
k#+ 30 threshold is +0.15. With a mean data value of 4.41, the threshold for rogue data
ji points is values below 4.26 (mean value minus 30) or above 4.56 (mean value plue 30).
Booking M the setof measurements, we observe that the measurement of 4.59 is outside

~Bbc £30 threshold, indicating that thit it a rogue dau point.
|

36 un Student t Distribution

number of measurements of a quantity is particularly small (leu than «boat V)
®*P|**) and statistical analysis of the distribution of errot values is required, the possible
of the mean of measurement* from the true measurement value (the mean of the
Ne"epopulation that the sample is part of) may be significantly greater than is suggested by
dev n*****'10on a: distribution. In resptmse to thit. a statistician called William Go*aet
|40ped ** e=ecrrrtive distribution function that gives a more accurate prediction of the error
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distribution when the number of samples is small. He published this under the pseudonym
“Student” and the distribution is commonly called student| distribution. It should be noted that |
distribution has the same requirement as the : distribution in terms of the necessity for data to
belong lo a Gaussian distribution.

The student t variable expresses the difference between the mean of a small sample (inn) and
the population mean (u) in terms of ihe following ratio:

[error in mean| frt- x N1

(3.26)
standard error of the mean a/ly/t*

Because we do not know the exact value of o, we have lo use the best approximation to o that
we have, which is the standard deviation of the sample, a,. Substituting this value for o in
Equation (3.26) gives

Note that the modulus operation (I—I) on the error in the mean in Equations (3.26) and (3.27)
means that t is always positive.

The shape of the probability distribution curve F(t) of the t variable varies according to the
value of the number of degrees of freedom, k (m N - 1). with typical curves being shown in
Figure 3.13. Ask-»00. F(t) —F(z). that it, the distributioa becomes a standardOaussian
one. For values of k <oc, the curve of Fit) (gainst tit both aarrower and less high ia Ihe center
than a standard Gaussian curve, but has the same properties of symmetry about t « O and a
total area under the curve of unity.

In a similar way to z distribution, the probability that t will lie between two values t, thd t2is
given by the area under the F (t) curve between t, and t2 The t distribution is published in the
form of a standard table (see Table 3.3) that gives values of the area under the curve a for
various values of k. where

00
(3.28)

ti
The area a it shown in Figure 3.14, a corresponds to the probability that t will have a value
greater than tj to some specified confidence level. Because the total area under the F it) curve is

unity, there is also a probability of (1 - a) that t will have a value less than 1a Thus, for a value
9=0.05, there is a 95% probability (i.e,, a 95% confidence level) that t < t}.






86 Chapter 3

AUl

Figure 3.14
Meaning of area a for (-distribution cunve.

Because of the symmetry of t distribution, a is also given by
-b
«e= ] F()dt (3.29)
-@

as shown in Figure 3.15. Here, a corresponds to the probability that r will have
a value leas than —), with a probability of (I - a) that t will have a value greater
than -tj.

Equations (3.28) and <3.29) can be combined to express the probability (I -a) that | lies
between two values -t» and +t,. In this c«se, a is the sura of two areas of a/2 as shown in
Figure 3.16. These two areas can be represented mathematically as

~li @
N = Jf(Q<H (left-hand area) and | = J(i)d* (right-hand area).
—e. U

Ffcur*3.1S
Alternative inurpreubon ofarea a for t-discnbixion curve.
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v

Figure 3.16
Area between -e/2 and +a/2 on (distribution curve

The values of L, can be found in any | distribution lable, such at Table 3.3.
Referring back to Equation (3.27), (hit can be expressed in the form:

Hence, upper and lower bounds on the expected value of the population mean v (the true valae
of x) can he expressed as

Ay <., <* , Uox

Fee— (32

Out of interest, let us examine what would have happened if we htd calculated the errot bounds
Wuting standard Gaussian C-distribution) tables. For 95% confidence, the maximum
“«— >]»given aa +=1.960/>/N, that it. *0.96, which rounds to +1.0 mm. meaning the mean
mternal diameter it given as 1054 + 1.0 mm. The effect of using / distribution instead of
clearly expands the magnitude of the likely error in the mean value to compensate
net that our calculations are based on a relatively small number of measurement*

J Example 3,14

diameter of a sample of hollow castings is measured by destructive testing ol 1S

| A»UA<**PFMMr*M<,0M|y,FOT1 |/TK batch ofcastings It the sample mean is 105 t mmwitba
ANn~Npradeviabon of 19 mm, express the upper and lower bounds to a confidence level bl

the range in which the mean value lies for internal diameter of the whole batch.
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L Solution

For IS samples (N = 15), the number of degrees of freedom (k) = 14.

For a confidence level of 95%, 3=1- 0.95=0.05. Looking up the value oft in Table 3.3
for k = 14 and a/2 = 0.025 givw | = 2.145. Thus, applying Equation (3.30):

1054 m “ - 1054
that is, 104.3<Ll<106.5.

Thus, we would express the mean internal diameter of the whole batch of castings as
1054 = 1.1 mm.

3.7 Aggregation of Measurement System Errors

Errors in measurement systems often arise from two or more different sources, and these
must be aggregated in the coned way in older to obtain a prediction of the total likely error in
output leadings from the measurement system. Two different forms of aggregation are
required: (1) a single measurement component may have both systematic and random errors
and (2) a measurement system may consist of several measurement components that each
have separate errors.

3.7.1 Combined Effect o f Systematic and Random Enron

If a measurement is affected by both systematic and random errors that are quantified as
+x (systematic errors) and +y (random errors), some means of expressing the combined
effect of both types of errors is needed. One way of expressing the combined error would
be to sum the two separate components of error, that ii, to say that the total possible error
is e = =£(jt +y). However, a more usual course of action is to express the likely maximum
error as

#-V(O+7). (3.31)

It can be shown (ANSIZ/ASME. 1985) that this is the best expresaion for the error statistically, as
it takes into account the reasonable assumption that the systematic and random error* are
independent and so it is unlikely that both will be at their maximum or minimum value
simultaneously.
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A measurement system often consists of several separate component», each of which is subject
wrors Therefore, what remains to be investigated is bow errors associated with each
nr___ system component combine together so that a total error calculation can be
for (he complete measurement system. All four mathematical operations of addition.
Hblracvion. multiplication, and diviaion may be performed on measurements derived from
different instrumentsAransducers in a measurement system. Appropriate techniques for the
various situations thtf arise are covered later

Errorin* sum
If the two outputs y and z of separate measurement system components are to be added

together we can write the suma*S my + z. If the maximum errors iny and : are +<jy and
+hz, respectively, we can express the maximum and minimum possible values of 5 as

Sm..={y +ay)+U +bz) ;S™, - O ~ay)+(r-bz);orS =y +z+ (ay +be).

This relationship for S is not convenient because in this form the error term cannot be
expressed as a fraction or percentage of the calculated value for S. Fortunately, statistical
analysis can be applied (see Topping. 1962) that expresses S in an alternative form such that the
most probable maximum error in S is represented by a quantity . where r is calculated in terms
of the absolute erron as

(3.32)
Thus S = (y + r) % e. This can be expressed in the alternative form:
S-fc +r)(Ix /). (3.33)
where/* eHy + z).

|**Wlid be noted that Equations (3.32) and 3.33i are only valid provided that the
ANNP=>*fUs are uncorrelated (i.e.. each measurement is entirely independent of

f ben,p|e 3.15

| 'equirement for a resistance of SSO fi is satisfied by connecting together rwo
ofnominal values 220 and 330 fi in series If each resistor has a tolerance of
error in the sum calculatcd according to Equations (3.32) and (3.33) is given by
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t = y/(0.02 x 220)] + (0 02 x 330)2=7.93 ; f = 7.93/50 = 0.0144

Thus the total resistance S can be expressed as S = 550 1 + 7.93 O or
5=550 (1 + 0.0144) 1, that is, S =550 M + 1.4%

Error in = difftrtnct

If the two outputs y and : of separate meaturement systems Are to be subtracted from one
another, and the possible errors are +ay and +hz, then the difference S can be expressed (using
statistical analysis as for calculating the error in a sum and assuming that the measurements are
uncorrelated) as

S=(y-z)x* or S=(y-tXI %f).
where e is calculated as in Equation (3.32) and/ = eky - X).

This example illustrates very poignantly the relatively large error that can arise when
calculations are mad* based on the difference between two measurements.

m Example 3.16

A fluid flow rate is calculated from the difference in pressure measured on both sides ofan
orifice plate. If the pressure measurements are 10.0 and 9.5 bar and the error in the pressure
measuring instruments is specified as +0.1%, then values for r and fcan be calculated as

* = y/(0 001 x 10)] + (0.001 x 9.5)] =0.0138 ; f =0.0138/0.5 = 0.0276
-

Error in o product

If outputs v and z of two measurement system components are multiplied together, the product
can be writtenas P =yz. If the possible error iny it +ay and in zit +hz. then the maximum and
minimum values possible in P can be written as

PTio = (y +ey)(* +bz)=yz +oyz + byz+ayhz \P*m = (y - ey)(* ~ hz)
*=yz- «yz - byz +ayhz.

For typical measurement system components with output error* of up to | or 2% in magnitude,
both a and b are very much lets than one in magnitude and thus terms in aybz are negligible
compared with other terms. Therefore, we have /m=yr(l +a+b) ; /e«=yril -a-b).
Thus the maximum error in product P it (e + b). While this expresses the maximum possible
error in P. it tends to overestimate the likely maximum error, at it it very unlikely that the
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la v»nd : will bo*h be *i ihe maximuiti or minimum vtlue at the same lime A «canyka»>

"T lillim ,ie of (he likely maximum errorr in product P. provided Ihai the mea-urcmenis «r
___F I* g'ven bY Topp,ng (1962):
r =Va2+b? (3.39)

Noxe thet in the cate of multiplicative errors, e is calculated in terms offractional error* in vaid
=(at opposed 10 absolute error value* used in calculating additive errors).

Example 3.17

If the power in a circuit is calculated from measurements of voltage and current in
which the calculated maximum errors are, respectively, =1 and +2%, then the maximum
error in the calculated power value, calculated using Equation (3 34) it
Toil+ 0.021* +0 022 or +2.2%.

Error m Ogquotient

If the output measurement y of one system component with possible error +ty is divided by the
output measurement zof another system component with po&vible error = hi. then the maximam
and minimum possible values for the quotient can be written at

n =Y +aYy_ (y+ay)z +bz) _ yz+ayz +by: +abz

Vnu z-bz (z- hz)}{z +bz) z - fcv
Q _Y~°y _ Cy—<fy)z —fcr) _ yz - ayz - byz + aybz
z+bz (z+bz)(z-bz) Zi - bz '

I »nd A« 1 terms in ah and b2are negligible compared with the other tenms.
e,. . . 2(U-6). k Q_ 1| xI (>+b)

maximum error in the quotient is +(a + b). However, using the yate argument

19621 rfrtUT fW InC producl of ™ * kure«ni>. a statistically belter estimate (see luppity,
mvATi " 1 * nximum crror in Ihe quotient Q. provided that the measurements arc
I* that given ia Equation (3.34).

T 3.18

of a substance is calculated from measurements of its mass and volume
trroriare i 2and £3%, then the maximum likely error in the density
Equation (3.34) it +v"0.025+ 0.0032 = +0 036 or *+3.6%.
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3.7.3 ToUl Error When Combining Multiple Measurements

The final ease to be covered is where the final measurement i« calculated from sever»!
measurements that aie combined together in a way that involve! more than one type of
arithmetic operation. For example, the density of a rectangular-sided solid block of material can
be calculated from measurements of iu mass divided by the product of measurements of its
length, height, and width. Because emm involved in each stage of arithmetic are cumulative,
the total measurement error can be calculated by adding together the two error values aatociated
with the two multiplication stages involved in calculating the volume and then calculating the
error in the final arithmetic operation when the mass it divided by the volume.

m Example 3.19

A rectangular-sided block has edges oflengths B, b, and c, and its mass is m. If the values
and possible errors in quantities a, b, e,and mare as shown, calculate the value ofdensity
and the possible error in this value.

e = 100 mm =% 1%, b = 200 mm =% 1%, c = 300 mm =+ 1%, m = 20 kg + 0.5%

m Solution

Value ofeb = 0.02 m2 +2% [possible error =1% + 1% = 2%)
Value of (eb)c = 0.006 ms +=3% [possible error =2% + 1% = 3%]

Value of;&: = = 3330 kg/m’ +3.5% (possible error =3% + 0.5% = 5.5%

0.000

3.8 Summary

This chapter introduced the subject of measurement uncertainty, and the length of the chapter gives
testimony to the great importance attached tothis subject. Measurement errors are a bet oflife and.
although we can do much to reduce the magnitude of errors, we can never reduce error»entirely
to zero. We started the chapter off by noting that measurement uncertainty comes in two distinct
forms, known respectively as systematic error and random error. We leamed that the nature

of systematic errors was such that the effect on a measurement reading was to make I either
consistently greater than or consistently leas than the true value of the measured quantity. Random
errors, however, are entirely random in natire. such that succwaive measurements of a constant
quantity are randomly both greater than and less than the true value of the measured quantity.

In our subsequent study of systematic meaturement errors, we first examined all the soarces of
this kind of error. Following this, we looked at all the techniques available for reducing the
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"lude of lyttemttic error* arising from the various error sources identified. Finally. we
wey» of quantifying the remaining systemic measurement error after all reasonable
S | Ofreducing error magnitude had been applied.

study of random measurement errors also started off by studying typical sources of these.
W observed thai the nature of random errors means that we can getclose lo the correct value of
~measured quanuty by averaging over a number of measurements, although we noted that

could never actudly get to the coned value unless we achieved the impossible task of
taving an infinite nureber of measurementsto average over. We found that how close we get to
the correct value depends on how many measurement» we average over and how widely

measurements are spread. We then examined the two alternative w «ys of calculating aa
average in tent* of tbe mean and median value of a set of measurements. Following this, we
looked at ways of expressing the spread of measurement» about the meaui/median value. Tim
led to the formal tmuhematical quantification of spread in tem» of standard deviation and
variance. We then rttrted to look at graphical way* of cxpresaing the apread. Initially. we
considered reprvtenudons of spread at a histogram and then went anto «how how hitfograms
expand intofrequency distributions in the form of a smooth curve. We found that truly randem
data are described by a particular form of frequency distribution known as Gaussian (or
normal). We introduced the r variable and »w how this caa be used to estim ate the number of
Measurements m a set of measurements that have an error magnitude between two specified
values. Following thi*. we looked at the implications of the fact that we can only ever have a
finite number of measurements. We saw that a variable called the standard error oftbe m m
could be calculated thai estimates the difference between the mean value of a finite set of
Measurements and the true value of the measured quantity (the mean o f an infinite data
M). We went on to look at how this was useful in estimating the likely error in a single
measurement subject to random error» in Ike situation where it is not po&sible to average over
a number of measurements. As an aside, we then went on to look at how the : variable
was useful in analy /g tolerances of manufactured components subject to random variations
in t parallel way to the analysis of measurements subject to random variations. Followiag
this, we went on to look at x" distribution. This can be used to quantify the variation in the
«mtance of a finite set of measuremeats with respect lo the variance of th e infinite set that the
finite set is pan of. Up until this point in the chapter, all analysis of random errors assumed
*t the measurement set lined a Gaussian distribution. However, thia assumption must
*®**Y4be justified bv applying goodness offit tens, to these were explained in the following
section. where » e u * that a x2lest >sthe most rigorous test available fo r goodness of fit. A
Particular problem that can affect the analysis of random errors adversely is the pretence of
rogue data points (data outliers) in measirement data. These were conaidered. and the
~mmditions under which they can justifiably be excluded from the analyzed data sel were
~mPjwed. Finally, we saw that yet another problem that can affect the analysis of random
enors is where the measurement set only has a small number of values. In this caa*,
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calculations based oo : distribution are inaccurate, and we explored the use of a better
distribution called | distribution.

The chapter ended with looking at how the effects of different measurement errors are aggregated
together to predict the total error in a measlament system. This process was considered in two
parts. First, we lookedat how systematic and randomerror magnitudescan be combined together in
an optimal way that best predicts the likely total error in a particular measurement Second, we

looked at situations where two or more measurements of different quantities are combined together
to give acomposite measurement value and looked at the best way ofdealing with each of the four
arithmetic operations that can be carried out on different measurement components.

3.9 Problems

3.1

32

33.

34

Explain the difference between systematic and random errors. What are the typical
sources of these two types of errors?
In what ways can the act of measurement cause a disturbance in the system being
measured?
In the circuit shown in Figure 3.17. the resistor values are given by R* * 1000A ;
R; = 1000ft; V » 20 volt».The voltage across AB (i.e.. across R}) is measured by a
voltmeter whose internal resistance is given by R ,, —9500 ft.

(a) What will be the reading on the voltmeter?

(b) What would the voltage across AB be if the voltmeter was not loading the circuit

(te.. If Rm= infinity)?

(c) What is the measurement error due to the loading effect of the voltmeter?
Suppose that the components in the circuit shown in Figure 3.1a have the following
values:

R\ = 330ft; R2= 1000ft A, = 1200ft; K4 = 220MJ15= 2700.

If the instrument measuring the output voltage acrou AB has a resistance of 5000 ft,
what is the measurement error caused by the loading effect of this instrument?

D.C

Vi)lfage

Figure 3.17
Circuit for Problem 3.3.
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3.6.

3.7.

38.

M tasurtm t( Uncertainty 95

(a) Explain what is meant by ihe term "modifying ii”™xits."
(b) Explain briefly what measures can be taken to reduce or eliminate the effect
of modifying inputs.
Instruments are hormally calibrated and their characteristics defined for particular
standard ambient conditions. What procedures are normally taken to avoid meaaurmem
errors When using instruments subjected to changing ambient conditions?
The voltage «cross a resistance R, in the circuit of Figure 3.18 is to be measured by a
voltmeter connected across it.
(a) If the voltmeter has an internal resistance («,,) of4750 ft, what is the measurement
error?
(b) What value would the voltmeter internal resistance need to be in order to reduce
the measurement error to 1% ?
In the circuit shown in Figure 3.19, the current flowing between A and B is measured
by an ammeter whose internal resistance is 100 ft. What is the measurement error
caused by the resistance of the measuring instrument?

20011 250(2

Figure 3.18
Circuit for Problem 3.7.

Figure 3.19
Orcuic for Problem 3.8.
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39.

3.10.

3.11

3.12.

What steps can be taken to reduce the effect of environmental inpuli in meaturement

systems?

(a) Explain why a voltmeter never reads exactly the correct value when it it applied to
an electrical circuit to measure the voltage between two points.

(b) For the circuit shown in Figure 3.17, show that the voltage E ,, measured across
points AB by the voltmeter it related to the true voltage £,, by the following
expression:

Em R.R|+R2) m
Eo * Rt(Rj + R«) +RjR*

(c) If the parameters in Figure 3.17 have the following values, R,= 9000; R. =500
M; Rm=4750 Q. calculate the percentage error in the voltage value measured
across points AB by the voltmeter.

The output of a potentiometer Is measured by a voltmeter having resistance Rm as

shown in Figure 3.20. R, is the residence of the total length X, of the potentiometer, and

R, is the resistance between the wiper and common pointC for a general wiper position

X,. Show thtf the measurement error due to the resistance, Rm of the measuring

instrument is given by

Error - r

Hence show that the maximum error occurs when X, is approximately equal to 2X/V
(Hint: differentiate the error expression with respect to R, and set to 0. Note that
maximum error does not occur exactly at X, » 2X/S. but this value is very close to the
position where the maximum error occurs.)

Inasurvey of 150owners of acertain model of car. the following values for average fuel
consumption were reported:

255 303 311 29.6 324 394 28.9 30.0 33.3 314 295 30.5 31.7 33.0 202

Calculate mean value, median value, and standard deviation of the data set.

Figure 3.20
Circuit for Problem 3.11.
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-)XK13 The following 10 measurements of the freezing point of aluminum were made using a
platinum/rhodium thermocouple:

658.2 659.8 661.7 662.1 659.3 660.5 657.9 662.4 659.6 662.2

Find (a) median, (b) mean, (c) standard deviation, and <t>variance of the measurements.
3 14. The following 25 measurements were taken of the thickness of steel emerging from a

rolling mill:
3.97 3.99 4.04 4.00 3.98 4 03 4.00 3.98 3.99 3.96 4.02 3.99 4.01
3.97 4.02 3.99 3.95 4.03 4.01 4.05 3.98 4.00 4.04 3.98 4.02

Find (a) median, (b) mean, (c) standard deviation, and (d) variance of the measurements.
3.15. The following 10 measurements were made of output voltage from a high-gain
amplifier contaminated due to noise fluctuations:

153. 1.57. 154. 154 .1.50. 1.51. 1.55. 1.54, 1.56. 153

Determine the mean value and standard deviation Hence, estimate the accuracy to
which the mean value is determined from these 10 measurements If 1000 measurements
were taken, instead of 10. but a remained the same, by how much would the accuracy
of the calculated mean value be improved?

3.16. The following measurements were taken with an analogue meter of current flow ing in
acircuit (the circuit was in steady Mate and therefore, although measurements varied
due to random errors, the current flowing was actually constant):

21.5.22.1, 21.3, 21.7. 22.0. 22.2. 21.8, 21.4. 21.9. 221 mA

Calculate mean value, deviations from the mean, and standard deviation.
Using the measurement data given in Problem 3.14, draw a histogram of errors (use
error hands 0.03 units wide, i.e., the center band will be from -0.015 to +0.015).
3.11. (a) What do you understand by the term probability density j unction?
(b) Write down an expression for a Gaussian probability density function of given
mean value y, and standard deviation a and show how you would obtain the
best estimates of these two quantities from a sample of population n.
Measurements in a data set arc subject to random errors, but it is know n that the data set
Bfits » Gaussian distribution. Use standard Gaussian tables to determine the percentage
H o f measurements that lie within the boundaries of + 1.5a. where a is the standard
ji* v (evu,lon of the measurements.
R **** Uremen,sm adata set are subject to random errors, but it is known that the data set
» Gaussian distribution. Use error function tables to determine the value of v
m *4 " ired such that 95% of the measurements lie within the boundaries of t ra, where a
| standard deviation of the measurements.

\L
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3.22.

3.23.

3.24.

3.25.

3.26.

By applying error function tables for mean and standard deviation values calculated in

Problem 3.14, estimate

(a) How many measurements are <4.00?

(b) How many measurements are <3.95?

(c) How many measurements are between 3.98 and 4.02?

Check your answers against real data.

The resolution of the instrument referred to in Problem 3.14 is clearly 0.01.

Because of the way in which error tables are presented, estimations of the

number of measurements in a particular error band are likely to be closer to the

real number if boundaries of the error band are chosen to be between measurement

values. In part c of Problem 3.21 values >3.98 are subtracted from values >4.02. thus

excluding measurements equal to 3.98. Test this hypothesis out by estimating:

(a) How many measurements are <3.995?

(b) How many measurements are <3.955?

(c) How many measurements are between 3.975 and 4.025?

Check your answers against real data.

Measurements in adau set are subject to random errors, but it is known that the data set

fits a Gaussian distribution. Use error function tables to determine the percentage of

measurements that lie within the boundariesof £20. where a is the standard deviation
of the measurements.

A silicon-integrated circuit chip contains 5000 ostensibly identical transistors.

Measurements are made of the current gain of each transistor. Measurements have a

mean of 20.0 and a standard deviation of 1.5. The probability distribution of the

measurements is Gaussian.

(a) Write down an expression for the number of transistors on the chip that have a
current gain between 195 and 20.5.

(b) Show that this number of transistors with a current gain between 195 and 20.5 is
approximately 1300.

(c) Calculate the number of transistors that have a current gain of 17 or more (this
is the minimum current gain necessary for a transistor to be able to drive the
succeeding stage of the circuit in which the chip is used).

In a particular manufacturing process, bricks are produced in batches of 10.000.

Because of random variations in the manufacturing process, random errors occur in

the target length of the bricks produced. If the bricks have a mean length of 200 nm

with a standard deviation of 20 mm. show how the error function tables supplied can be
used to calculate the following:
(@) number of bricks with a length between 198 and 202 mm.

(b) number of bricks with a length greater than 170 mm.

The temperature-controlled environment in a hospital intensive care unit is monitored

by an intelligent instrument that measures temperature every minute and calculak'’-
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ihe mean and standard deviation of the measurements. If the mean is 75°C and the
standard deviation is 2.15,

(a) What percentage of the time is the temperature less than 70°C?

(b) What percentage of the time is the temperature between 73 and 77°C?
Calculate the standard error of the mean for measurements given in Problem 3.13.
Hence, express the melting point of aluminum together with the possible error in the
value expressed.

The thickness of a set of gaskets varies because of random manufacturing disturbances,
but thickness values measured belong to a Gaussian distribution |If the mean thickness
is 3 mm and the standard deviation is 0.25. calculate the percentage of gaskets that
have a thickness greater than 2.5 mm.

If the measured variance of 25 samples of bread cakes taken from a large batch is
4.85 grams, calculate the true variance of the mass for a whole batch of bread cakes to a
95% significance level.

Calculate true standard deviation of the diameter of a large batch of tires to a
confidence level of 99~ if the measured standard deviation in the diameter for a
sample of 30 tires is 0.63 cm.

One hundred fifty measurements are taken of the thickness of a coil of rolled steel
sheet measured at approximately equidistant points along the center line of its length
Measurements have a mean value of 11.291 mm and a standard deviation of 0.263 mm.
The smallest and largest measurements in the sample are 10.73 and 11.89 mm.
Measurements are divided into eight data bins with boundaries at 10.695. 10.845.
10.995. 11145, 11295. 11.445. 11.595, 11.745. and 11 K95. The first bin. containing
measurements between 10.695 and 10.845. has eight measurements in it. and the count
of measurements in the following successive bins is 12. 21 34. 31 25. 14. and 5. Apply
the x2test to see whether the measurements fit a Gaussian distribution to a 95%
confidence level.

The temperature in a furnace is regulated by a control system that aims to keep the
temperature close to 800 C. The temperature is measured every minute over a 2 hour
penod, during which time ihe minimum and maximum temperatures measured arc 7X2
mnd 8|9°C. Analysis of the 120 measurements shows a mean value of 800.3 C and a

~Standard deviation of 7.58 C. Measurements are divided into eight data bins of 5 C
C Width with boundaries at 780.5. 785.5. 790.5, 795.5, 800.5. 805.5. 810.5. K15 5. and

m20-5. The measurement count in bin one from 780.5 to 7X5.5 C was 3, and the count

"> the other successive bins was 8, 21. 30. 28. 19. 9. and 2. Apply lhe I test to see

= jjiteiher the measurements tit a Gaussian distribution to (a) a90% confidence level and
~Ne)a95% confidence level (think carefully abotii whelher the  tesi will be reliable lor

measurement counts observed and whether there needs to be any changc in the
Prober of data bins used for the  test).
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3.39.

The volume contained in each sample of 10 bottles of expensive perfume is measured
If the mean volume of the sample measurements is 100.5 ml with a standard deviation
of 0.64 ml. calculate the upper and lower bounds to a confidence level of 95% of
the mean value of the whole batch of perfume from which the 10 samples were
taken.
A 3-volt d.c. power source required for a circuit is obtained by connecting together
two 1.5-volt batteries in series. If the error in the voltage output of each battery is
specified as + 1%. calculate the likely maximum e”Yor in the 3-volt power source that
they make up.
A temperature measurement system consists of a thermocouple whose amplified
output is measured by a voltmeter. The output relationship for the thermocouple
is approximately linear over the temperature range of interest. The e.m.f/temp
relationship of the thermocouple has a possible error of + 1%. the amplifier gain
value has a possible error of +£0.5%, and the voltmeter has a possible error of +2%.
What is the possible error in the measured temperature?
A pressure measurement system consists of a monolithic piezoresistive pressure
transducer and a bridge circuit lo measure the resistance change of the transducer. The
resistance (R ) of the transducer is related to pressure (51) according toR =K\ P and the
output of the bridge circuit (MOis related to resistance (A1) by V = K rR. Thus, the output
voltage is related to pressure according to V = K\ K2P- If the maximum error in K , is
+2%, the maximum error in Kr is £1.5%, and Ihe voltmeter itself has a maximum
measurement error of =+ 1%. what is the likely maximum error in the pressure
measurement?
A requirement for a resistance of 1220f1 in acircuit is satisfied by connecting togethei
resistances of 1000and 220fl in series. |f each resistance has a tolerance of +5%, whai
is the likely tolerance in the total resistance?
In order to calculate the heat loss through the wall of a building, it is necessary to know
the temperature difference between inside and outside walls. Temperatures of 5 ami
20°C are measured on each side of the wall by mercury-in-glass thermometers with a
range of O to +50°C and a quoted inaccuracy of + 1% of full-scale reading.
(a) Calculate the likely maximum possible error in the calculated value for the
temperature difference.
(b) Discuss briefly how using measuring instruments with a different measuremcni
range may improve measurement accuracy.
A fluid flow rate is calculated from the difference in pressure measured across a
venturi. Row rate is given by F = K{pj —p,), where p\ and pj are the pressures either
side of the venturi and ATis a constant. The two pressure measurements are 15.2 anil
14.7 bar.
(a) Calculate the possible error in flow measurement if pressure-measuring instruments
have a quoted error Of +0.2% of their reading.
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(b) Discuss briefly why using a differential pressure sensor rather than two separate
pressure sensors would improve measurement accuracy.

Tbe power dissipated in a car headlight is calculated by measuring the d.c. voltage drop

across it and the current flowing through it (P = v x 1). If possible errors in the

measured voltage and current values are + | and +2%. respectively, calculate the

likely maximum possible error in the power value deduced.

The resistance of a carbon resistor is measured by applying a d.c. voltage across it and

measuring thecurrent flowing (/1 = V1). If the voltage and current values are measured as

10401 V and 214+5 mA, respectively, express the value of the carbon resistor.

The specific energy of a substance is calculated by measuring the energy content

ofacubic meter volume ofthe substance. If the errors in energy measurement and volume

measurement are + 1 and = 2% . respectively, what is the possible error in the calculated

value of specific energy (specific energy = energy per unit volume of material)?

In a particular measurement system, quantity x is calculated by subtracting a

measurement of a quantity z from a measurement of a quantity v, thatis. x = v - z.

If the possible measurement errors iny and r are =ay and +hz. respectively, show

that the value of Zcan be expressed as Jf =y - I + (ay - bz).

(a) What is inconvenient about this expression for x, and what is the basis for the
following expression for X that is used more commonly?

X=(y-rn=e,

where e - \j{ay? + (br)r.

(b) In a different measurement system, quantity p is calculated by multiplying
together measurements of two quantities q and r such that p = qgr. If the possible
measurement errors in q and r are +=aqg and +br, respectively, show that the
value ofp can be expressed asp = (qr){ 1*[a + /=]. The volume flow rale
ofa liquid in a pipe (the volume flowing in unit time) is measured by allowing the
end of the pipe to discharge into a vertical-sided tank with a rectangular base (see
Figure 3.21). The depth of the liquid in the tank is measured at the start as/i, meters
and | minute later it is measured as /J12meters. If the length and width of the tank are
/and >mmeters, respectively, write down an expression for the volume flow rate of
the liquid in cubic meters per minute Calculate ihe volume flow rale of Ihe liquid if
the measured parameters have the following values:

N=08m;hi=13m:1=42m;hl=29m

If the possible errors in the measurements of h,.h 21, and » are I. 1,0.5.and 0.5%.
respectively, calculate the possible error in the calculated value of the flow rale.

ti. ..
ne density of a material is calculated by measuring Ihe mass of a rectangular-sided
°ck of the material whose edges have lengths ofa. b. and; What is the possible error
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346.

Figure 3.21
Diagram for Problem 3.44

in the calculated density if the possible error in mass measurement is =+ 1.0% and
possible errors in length measurement are +0.5%?

The density (<) of a liquid is calculated by measuring its depth (c) in a calibrated
rectangular tank and then emptying it into a mass-measuring system. The length and
width of the tank are (a) and (/>), respectively, and thus the density is given by

d —m/@ xb xc),

where mis ihe measured mass of the liquid emptied out. If the possible errors in the
measurementsofa. b,c,andmare 1, 1,2, and 0.5%, respectively, determine the likely
maximum possible error in the calculated value of the density (</).

The volume flow rate of a liquid is calculated by allowing the liquid to flow into
a cylindrical tank (stood on its flat end) and measuring the height of the liquid
surface before and after the liquid has flowed for 10 minutes. The volume collectcd
after 10 minutes is given by

Volume = (*j ~htw d /)1,

where A" and h2are the starting and finishing surface heights and d is the measured

diameter of the tank.

(@) If f/m=2m. hi = 3m, and d = 2 m, calculate the volume flow rate in mVmui

(b) If the possible error in each measurement hu h2 and d is + 1%. determine the
likely maximum possible error in the calculated value of volume flow rate (it >
assumed that there is negligible error in the time measurement).

References

ANSI/ASME Standards (19*5). ASME peiformam e tea codei. tupplrmrium W N M W H and apparatus purl <
measurement uncertainty. New Y «i: American Society of Mechanical Engineers.
Topping, J. (1962). Errors of observation and their treatment Chapman and Hail.



CHAPTER 4
Calibration of Measuring Sensors
and Instruments

4.1 Introduction 103

4.2 Principle* of Calibration 104

4.3 Control of Calibration Environment 105
4.4 Calibration Chain and Trmcaability 107
4.5 Calibration Records 110

4.6 Summary 113

4.7 Problem* 113

4.1 Introduction

We just examined ihe various systematic and random measurement error sources in the last
chapter As far as systematic errors are concerned, we observed that recalibration at a suitable
frequency was an important weapon in the quest to minimize errors due to drift in instrument
Characteristics. The use of proper and rigorous calibration procedures is essential in order to
ensure that recalibration achieves its intended purpose; to reflect the importance of getting
these procedures right, this whole chapter is dedicated to explaining the various facets of
calibration.

We Mart in Section 4.2 by formally defining what calibration means, explaining how it is
Performed and considering how to calculate the frequency with which the calibration exercise
2 jfclb e repealed. We then go on to look at the calibration environment in Section 4 «. where

leant that proper control of the environment in which instruments are calibrated is an
component in good calibration procedures Scition -14 then continues with areview ol

"W ®* c*=>bration of working instruments against reference instruments is linked b) the
chain to national and international reference standards relating lo the quantity thai

~nHfcwnent being calibrated is designed lo measure. Finally, Seaion 4 >emphasizes the

e °f maintaining records «| instrument calibrations and suggests appropriate formats

103
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4.2 Principles of Calibration

Calibration consists of comparing the output of the instrument or sensor under test against the
output of an instrument of known accuracy when the same input (the measured quantity) is
applied to both instruments. This procedure is carried out for arange of inputs covering the
whole measurement range of the instrument or sensor. Calibration easures that the measuring
accuracy of all instruments and sensors used in a measurement system is known over the
whole measurement range, provided that the calibrated instruments and sensors are used in
environmental conditions that are the same as those under which they were calibrated. For use
of instruments and sensors under different environmental conditions, appropriate correction has
to be made for the ensuing modifying inputs, as described in Chapter 3. Whether applied to
instruments or sensors, calibration procedures are identical, and hence only the term instrument
will be used for the rest of this chapter, with the understanding that whatever is said for
lastruments applies equally well to single measurement sensors.

Instruments used asa standard in calibration procedures are usually chosen tobe ofgreater inherein
accuracy than the process instruments that they are used tocalibrate. Because such instruments are
only used for calibration purposes, greater accuracy can often be achieved by specifying a type of
instrument that would be unsuitable for normal process measurements. For instance, ruggedness is
not a requirement, and freedom from this constraint opens up a much wider range of possible
iastruments. In practice, high-accuracy, null-type instruments are used very commonly for
calibration duties, as the need for a human operator is not a problem in these circumstances.

Instrument calibration has to be repeated at prescribed intervals because the characteristics of
any instrument change over a period. Changes in instrument characteristics are brought about
by such factors as mechanical wear, and the effects of dirt, dust, fumes, chemicals, and
temperature change in the operating environment. To a great extent, the magnitude of the drift
in characteristics depends on the amount o f use an instrument receives and hence on the amount
of wear and the length of time that it is subjected to the operating environment. However, some
drift also occurseven in storage asa result of aging effects in components within the instrument

Determination of the frequency at which instruments should be calibrated is dependent on
several factors that require specialist knowledge. If an instrument is required to measure some
quantity and an inaccuracy of 2% is acceptable, then a certain amount of performance
degradation can be allowed if its inaccuracy immediately after recalibration is + 1%. What is
important is that the pattemn of performance degradation be quantified, such that the instrument
can be recalibrated before its accuracy has reduced to the limit defined by the application

Susceptibility to the various factors that can cause changes in instrument characteristics vane'
according to the type of instrument involved. Possession of an in-depth knowledge of the

mechanical construction and other features involved in the instrument is necessary in order lo
be able to quantify the effect of these quantities on the accuracy and other characteristics of an
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m | The type of instrument, its frequency of use, and the prevailing environmental
Svlitions «ll strongly influence ihe calibration frequency necessary, and because so many
feton we involved, it is difficult or even impossible lo determine the required frequency
afinstrument recalibration from theoretical considerations. Instead, practical experimentation
,0 be applied to determine the rate of such changes. Once the maximum permissible
Measurement error has been defined, knowledge of the rate at which the characteristics of
instrument change allows a time interval to be calculated that represents the moment in
tee when an instrument will have reached the bounds of its acceptable performance level.
instrument must be recalibrated either at this time or earlier. This measurement error
level that an instrument reaches just before recalibration is the error bound that must be quoted
in the documented specifications for the instrument.

A proper course of action must be defined that describes the procedures to be followed when an
jmtrunient is found to be out of calibration, that is. when its output is different to that of the
calibration instrument when the same input is applied. The required action depends very much
on the nature of the discrepancy and the type of instrument involved. In many cases, deviations
in the form of a simple output bias can be corrected by a small adjustment to the instrument
(following which the adjustment screws must be sealed to prevent tampering). In other cases,
the output scale of the instrument may have to be redrawn or scaling factors altered where the
instrument output is part of some automatic control or inspection system. In extreme cases,
where the calibration procedure shows signs of instrument damage, it may be necessary to send
the instrument for repair or even scrap it.

Whatever system and frequency of calibration are established, it is important to review this
from time to time to ensure that the system remains effective and efficient. It may happen that
i less expensive (but equally effective) method of calibration becomes available with the
passage of time, and such an alternative system mustclearly he adopted in the interests of cost
efficiency. However, the main item under scrutiny in this review is normally whether the
calibration interval is still appropriate. Records of the calibration history of the instrument
will be the primary basis on which this review is made. It may happen that an instrument starts
lo go out of calibration more quickly after a period of lime, either because of aging factors
w1 instrument or because of changes in the operating environment. The conditions or
*mNe of usage of Ihe instrument may also be subject to change. As the environmental and
conditions of an instrument may change beneficially as well as adversely, there is the
Possibility that the recommended calibration interval may decrease as well as increase.

Control of Calibration Environment

AN P**rument used as a standard in calibration procedures must be kepi solely for calibration
must never be used lor other purposes. Most particularly, it must not be regarded as a
Vv strumeni thal can be used for process measurements if the instrument normally used for
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that purpose breaks down. Proper provision for process instrument failures must be made by
keeping a spare set of process instruments. Standard calibration instruments must be totally
separate.

To ensure that these conditions are met. the calibration function must be managed and executed
in a professional manner. This will normally mean setting aside a particular place within the
instrumentation department of acompany where all calibration operations take place and where
all instruments used for calibration are kept. As far as possible this should lake the form of a
separate room rather than a sectioned-off area in a room us<d for other purposes as well. This
will enable better environmental control to be applied in the calibration area and will also offei
better protection against unauthorized handling or use of calibration instruments. The level of
environmental control required during calibration should be considered carefully with due
regard to what level of accuracy is required in the calibration procedure, but should not be
overspecified. as this will lead to unnecessary expense. Full air conditioning is not normally
required for calibration at this level, as it is very expensive, but sensible precautions should be
taken toguard the area from extremes of heat or cold; also, good standards of cleanliness should
be maintained.

While it is desirable that all calibration functions are performed in this carefully controlled
environment, it is not always practical to achieve this. Sometimes, it is not convenient or
possible to remove instruments froma process plant, and in these cases, it is standard practice to
calibrate them in situ. In these circumstances, appropriate corrections must be made for the
deviation in the calibration environmental conditions away from those specified. This practice
does not obviate the need to protect calibration instruments and maintain them in constant
conditions in a calibration laboratory at all times other than when they are involved in such
calibration duties on plant.

As far as management of calibration procedures is concerned, it is important that the
performance of all calibration operations is assigned as the clear responsibility of just one
person. That person should have total control over the calibration function and be able to limit
access to the calibration laboratory to designated, approved personnel only. Only by giving
this appointed person total control over the calibration function can the function be expected
to operate efficiently and effectively. Lack of such definite management can only lead to
unintentional neglect of the calibration system, resulting in the use of equipment in an
out-of-date state of calibration and subsequent loss of traceability to reference standards.
Professional management is essential so that the customer can be assured that an efficient
calibration system is in operation and that the accuracy of measurements is guaranteed.

Calibration procedures that relate in any way to measurements used for quality control
functions are controlled by the international standard 1SO 4000 (this subsumes the old Briti't1l
quality standard BS 5750). One of the clauses in ISO 9000 requires that all persons using
calibration equipment be adequately trained. The manager in charge of the calibration ftmction
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Evre »P onsib,e ,or ensunng ,hal ,his condi,ion Is mcl Training inusl be adequate and
* Cr**y.. ~  particular needs of the calibration systems involved People must understand

»Pjj lo know and especially why they must have this information. Successful
of training courses should be marked bv the award of qualification certificates.
ffABtttest to the proficiency of personnel involved in calibration duties and are a convenient
~~mdemonstrating that the ISO 9000 training requirement has been satisfied.

4 4 calibration Chain and Traceability

The calibration facilities provided within the instrumentation department of acompany provide
the first link in the calibration chain. Instruments used for calibration at this level arc known as
working standard*. As such, working standard instruments are kept by the instrumentation
department of a company solely for calibration duties, and for no other purpose, then it can
be aenmeil that they will maintain their accuracy over a reasonable period of time because
use-related deterioration in accuracy is largely eliminated. However, over the longer term,
ihe Aeacteristics ofeven such standard instruments will drift, mainly due to aging effects in
components within them. Therefore, over this longer term, a program must be instituted for
calibratingworking standard instruments at appropriate intervals of time against instruments
of yet higher accuracy. The instrument used for calibrating working standard instruments is
known as a secondary reference standard. This must obviously be a very well-engineered
instrument that gives high accuracy and is stabilized against drift in its performance with
time. This implies that it will be an expensive instrument to buy. It also requires that the
enviroMnent.d conditions in which it is used be controlled carefully in respect of ambient
tempetature. humidity, and so on.

When the working standard instrument has been calibrated by an authorized standards

laboratory, a calibration certificate will be issued. This will contain at least the following
infotmation

itification of the equipment calibrated
Uibration results obtained
urement uncertainty
any use limitations on the equipment calibrated
date of calibration
| eu,bority under which the certificate is issued

NeJlblishmem ofacompany standards laboratory lo provide a calibration facility of the
" economically viable only in the case of very large companies where large

®f instruments need lo be calibrated across several factories. In the case of small to

*>ze companies, the cost of buying and maintaining such equipment is not justified.

w Y would normally use the calibration service provided by various companies that
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specialize in offenng a standards laboratory. What these specialist calibration companies do
effectively is to share out the high cost of providing this highly accurate but infrequently used
calibration service over a large number of companies. Such standards laboratories are closely
monitored by national standards organizations.

In the United Stales, the appropriate national standards organization for validating standards
laboratories is the National Bureau of Standards, whereas in the United Kingdom it is the
National Physical Laboratory. An international standard now exists (1SO/IEC 17025. 2005).
which sets down criteria that must be satisfied in order for a standards laboratory to be
validated. These criteria cover the management requirements necessary to ensure proper
operation and effectiveness of a quality management system within the calibration or testing
laboratory and also some technical requirements that relate to the competence of staff,
specification, and maintenance of calibration/test equipment and practical calibration
procedures used.

National standards organizations usually monitor both instrument calibration and mechanical
testing laboratories. Although each different country has its own structure for the maintenance
of standards, each of these different frameworks tends to be equivalent in its effect in ensuring
that the requirements of ISO/IEC 17025 are met. This provides confidence thai the goods and
services that cross national boundaries from one country to another have been measured by
property calibrated instruments.

The national standards organizations lay down strict conditions that a standards laboratory has to
meet before it is approved. These conditions control laboratory management, environment,
equipment, and documentation. The person appointed as head of the laboratory must be suitably
qualified, and independence of operation of the laboratory must be guaranteed. The management
structure must be such that any pressure to rush or skip calibration procedures for production
reasons can be resisted. As far as the laboratory environment is concerned, proper temperalun-
and humidity control must be provided, and high standards of cleanliness and housekeeping
must be maintained. All equipment used for calibration puiposes must be maintained to reference
standards and supported by calibration certificates that establish this traceability. Finally, full
documentation must be maintained. This should describe all calibration procedures, maintain
an index system for recalibration of equipment, and include a full inventory of apparatus and
traceability schedules. Having met these conditions, a standards laboratory becomes an accredited
laboratory for providing calibration services and issuing calibration certificates. This accreditation
is reviewed at approximately 12 monthly intervals to ensure that the laboratory is continuing to
satisfy the conditions for approval laid down.

Primary referrce standards, as listed in Table 1.1. describe the highest level of accuracy

achievable in the measurement of any particular physical quantity. All items of equipment used in
standards laboratories as secondary reference standards have to be calibrated themselves against
primary reference standards at appropriate intervals of time. This procedure is acknowledged by
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of a calibration certificate in the standard way. National standards organizations
suitable facilities for this calibration. In the United States, this is the National

m neaun Of standards, and in the United Kingdom it is the National Physical Laboratory
-fcnilar national standards organizations exist in many other countries In certain cases, such
EpLy reference standards can be located outside national standards organizations For
jiHtaiHi'- thc primary reference standard for dimension measurement is defined by the
-Mvelength Of the orange-red line of krypton light, and it can therefore be realized in any
laboratory equipped with an interferometer. In certain cases (e.g.. the measurement of
~cCggity). Mich primary reference standards are not available and reference standards for
calibration are achieved by collaboration between several national standards organizations
who perform measurements on identical samples under controlled conditions [ISO 5725

, |9<M=and I1SO 5725-2/Cor| (2002».

What has emerged from the foregoing discussion is that calibration has a chain-like structure
in which every instrument in the chain is calibrated against a more accurate instrument
iMnedilicly above it in the chain, as shown in Figure 4.1. All of the elements in the calibration
chain must be known so that the calibration of process instruments al the bottom of the chain is
traceable to the fundamental measurement standards. This knowledge of the full chain of

uments involved in the calibration procedure is known as iraceahility and is specified as a

atory requirement in satisfying the ISO 9000 standard. Documentation must exist that
shows that process instruments are calibrated by standard instruments linked by a chain of
inacasing accuracy back to national reference standards. There must he clear evidence to show
thet there is no break in this chain.

the iss“e

(Secondary reference

Company instrument (Working standard*)

Figure 4.1
Inurnment calibration chain
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lodine staMued Inaccuracy
helium—neon laser 1lin 1<f
Inaccuracy
1mio7
Reference-grade Inaccuracy
gaiiyi it lin 10»
Standard Inaccuracy
gauge blocks I M10»
Shop-Soor Inaccuracy
micromotor 1mio4
Figure 4.2

Typical calibration chain for micrometers.

To illustrate a typical calibration chain, consider the calibration of micrometers (Figure 4.2).
A typical shop floor micrometer has an uncertainty (inaccuracy) of less than 1in 104. These
would normally be calibrated in the instrumentation department or standards laboratory of a
company against laboratory standard gauge blocks with atypical uncertainty of lessthan | in 10N
A specialist calibration service company would provide facilities for calibrating these laboratorv
standard gauge blocks against reference-grade gauge blocks with a typical uncertainty of less
than 1in 106. More accurate calibration equipment still is provided by national standards
organizations. The National Bureau of Standards and National Physical Laboratory maintain two
sets of standards for this type of calibration, a working standard and a primary standard. Spectn |
lamps are used to provide a working reference standard with an uncertainty of less than 1in 10
The primary standard is provided by an iodine-stabilized helium-neon laser that has a specificu!
uncertainty of less than | in 109. All of the link* in this calibration chain must be shown in any
documentation that describes the use of micrometers in making quality-related measurement’

4.5 Calibration Records

An essential element in the maintenance of measurement systems and the operation of
calibration procedures is the provision of full documentation. This must give a full description
of the measurement requirements throughout the workplace, instruments used, and calibrati*»
system and procedures operated. Individual calibration records for each instrument must be
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within this. This documentation is a necessary part of the quality iionu.

physically as a separate volume if this is more convenient. An o»errid:

style in which the documentation is presented is that it should be simple am
often facilitated greatly by a copious use of appendices.

Malting point in the documentation must be a statement of what measireme

defined for each measurement system documented. Such limits are estnblu
~Kcing the costs of improved accuracy against customer requirements, aid als

jyhai overall quality level has been specified in the quality manual The technici

~NEpd for this, which involve assessing the type and magnitude of relevant mar
w ao. are described in Chapter 3. It is customary to express the final metsurerr
calculated as +2 standard deviations, that is. within 95% confidence limits for at*,
of these terms, see Chapter 3).

Instrument specified for each measurement situation must be listed next. This ik
accompanied by full instructions about the proper use of the instruments conceit m
instructions will include details about any environmental control or other ipecia”™
that must be taken to ensure that the instruments provide measurements of lufficei,
to meet the measurement limits defined. The proper training courses appropriate 1
personnel who will use the instruments must be specified.

Having disposed of the question about what instruments are used, documentation m
cover the subject of calibration. Full calibration is not applied to every mei.surins
used in a workplace because ISO WXX) acknow ledges that formal calibration proce*
necetsarv for some equipment where it is uneconomic or technically unnecessary
accuracy of the measurement involved has an insignificant effect on the overall ?
for a product However, any equipment excluded from calibration procedures irH
must be specified as such in the documentation. Identification of equipment thi
category is a matter of informed judgment.

boreeruments that are the subject of formal calibration, documentation Tny spe
standard instruments arc to be used for the purpose and define a formal procedure <

rhis procedure must include instructions for the storage and handling of standard i

Wrumcnts and specify the required environmental conditions under which cilibfl

mfamed. Where a calibration procedure for a particular instrument uses puM ishi

*8sufficient to include reterence to that standard procedure in the ikvuit*

jIN 4 *0d uce *bewhole procedure. Whatever calibration system isestablished, a
I P 'emust bedefined in the documentation that ensures its continued effects «4

results of each review must also be documented in a formal way_

Ji} format tor the recording of calibration results should be defined inch*/1
record must be kept for every instrument present in the workplace, A
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whether Ihe instrument is normally in use or is just kept as a spare. A form similar to that shown
in Figure 4.3 should be used that includes details of the instrument's description, required
calibration frequency, date of each calibration, and calibration results on each occasion. Where
appropriate, documentation must also define the manner in which calibration results are to be
recorded on the instruments themselves.

Documentation must specify procedures that are to be followed if an instrument is found to be
outside the calibration limits. This may involve adjustment, redrawing its scale, or withdrawing
an instrument, depending on the nature of ihe discrepancy and tKe type of instrument involved
Instruments withdrawn will either be repaired or be scrapped. In the case of withdrawn
instruments, a formal procedure for marling them as such must be defined to prevent them
being put back into use accidentally.

Two other items must also be covered by the calibration document. The traceability of the
calibration system back to national reference standards must be defined and supported by
calibration certificates (see Section 4.3). Training procedures must also be documented.

Type of instrument Company senal number
Manufacturer s part number: Manufacturer's serial number:
Measurement limit: Date ntroduced

Location

Instructions for nm:

Cakbration frequency: Signature of person responsible
for calibration:

CALIBRATION RECORD

Calibration date Calibration results Calibrated by

Figure 4.3
Typical format for instrument record sheets.
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Ltecifyin£ ihe particular training courses to be attended by various personnel and what, if any.
~fresher courses are required.

All aspects of these documented calibration procedures will be given consideration as part of
Mle periodic audit of the quality control system that calibration procedures are instigated to
Cppoft. While the basic responsibility for choosing a suitable interval between calibration
clicck>rests with the engineers responsible for the instruments concerned, the quality system
auditor will need to see the results of tests that show that the calibration interval has been chosen
correctly and that instruments are not going outside allowable measurement uncertainty limits
between calibrations. Particularly important in such audits will be the existence of procedures
instigated in response to instruments found to be out of calibration. Evidence that such
procedures are effective in avoiding degradation in the quality assurance function will also be

lequired

4.6 Summary

Proper instrument calibration is an essential component in good measurement practice, and this
chapter has been dedicated to explaining the various procedures that must be followed in order
to perform calibration tasks efficiently and effectively. We have learned how working
instruments are calibrated against a more accurate "reference” instrument that is maintained
Carefully and kepi just for performing calibration tasks. We considered the importance of
carefully designing and controlling the calibration environment in which calibration tasks are
performed and observed that proper training of all personnel involved in carrying out
calibration tasks had similar importance. We also learned that “ first stage” calibration of a
working instrument against a reference standard is part of a chain of calibrations that provides
traceability of the working instrument calibration to national and international reference
flandards tor the quantity being measured, with the latter representing the most accurate
*andards of measurement accuracy achievable. Finally, we looked at the importance of
maintaining calibration records and suggested appropriate formats for these.

4.7 Problems

HP* Explain the meaning of instrument calibration.
Explain why calibration is necessary.
Explain how the necessary calibration frequency is determined for a measuring
instrument.

| = Explain the following terms:

(@) calibration chain
(b) traceability
(c) standards laboratory
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4.5. Explain how the calibration procedure should be managed, particularly with regard to
control of the calibration environment and choice of reference instruments.

4.6. Will acalibrated measuring instrument always be accurate? If not. explain why not and
explain what procedures can be followed to ensure that accurate measurements are
obtained when using calibrated instruments.

4.7. Why is there no fundamental reference standard for temperature calibration? How is this
difficulty overcome when temperature sensors are calibrated?

4.8. Discuss the necessary procedures in calibrating temperature sensors.

4.9. Explain the construction and working characteristics of the following three kinds of
instruments used as a reference standard in pressure sensor calibration: dead-weight
gauge. U-tube manometer, and barometer.

4.10. Discuss the main procedures involved in calibrating pressure sensors.

4.11. Discuss the special equipment needed and procedures involved in calibrating instruments
that measure the volume flow rate of liquids.

4.12. What kind ofequipment is needed for calibrating instruments that measure the volume
flow rate of gases? How is this equipment used?

4.13. Discuss the general procedures involved in calibrating level sensors.

4.14. What is the main item of equipment used in calibrating mass-measuring instruments ’
Sketch the following instruments and discuss briefly their mode of operation: beam
balance, weigh beam, and pendulum scale.

4.15. Discuss how the following are calibrated: translational displacement transducers and
linear-motion accelerometers.

4.16. Explain the general procedures involved in calibaning (a) vibration sensors and
(b) shock sensors.

4.17. Discuss briefly the procedures involved in the following: rotational displacement
sensors, rotational velocity sensors, and rotational acceleration sensors.

4.18. How are dimension-measuring instruments calibrated normally?

4.19. Discuss briefly the two main ways of calibrating angle-measuring instruments.

4.20. Discuss the equipment used and procedures involved in calibrating viscosity-measuring
instruments.

4.21. Discuss briefly the calibration of moisture and humidity measurements.
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Introduction

This chapter is designed lo introduce the reader to the concept of computer-based data

acquisition and to LabVIEW . a software package developed by National Instruments. The main
reason for focusing on LabVIEW is its prevalence in laboratory setting. To be sure there are
other software tools that support laboratory data acquisition made by a range of vendors These
~meviewed briefly in the appendix due to their limited presence in the educational setting We
should also point out that Matlab and other software tools used to model and simulate dynamic
*y»lenis arc at times used in laboratory setting although their use is often limited to specialized

=jpecations such as real-time control. For this reason, these tools are not discussed in this
chapter

AN BJEW itselfis as anextensive programming platform. It includes a multitude of functionalities
" Ofn basic algebra»*, operator* to advanced signal processing components that can be
into rather sophisticated and complex programs. For pedagogical reasons we only
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introduce the main ideas from LabVIEW that are necessary for functioning in a typical
undergraduate engineering laboratory environment. Advanced programming skills can be
developed over time as the reader gains comfort with the basic functioning of LabVIEW and
its external interfaces.

Specific topics discussed in this chapter and the associated learning objectives are as follows.

Structure of personal computer (PC)-based data acquisition (DAQ) systems, the
purpose of DAQ cards, and the role of LabVIEW in thv» context
Development of simple virtual instruments (Vis) using basic functionalities of
LabVIEW. namely arithmetic and logic operations

« Construction of functionally enhanced Vis using LabVIEW program flow control
operations, such as the while loop and the case structure
Development of Vis that allow for interaction with external hardware as, for instance,
acquisition of external signals via DAQ card input channels and generation of
functions using DAQ card output channels

These functionalities are essential to using LabVIEW in laboratory setting. Additional
capabilities of LabVIEW are explored in the subsequent chapter on signal processing in
LabVIEW.

5.2 Computer-Based Data Acquisition

In studying mechanical systems, it is often necessary to use electronic sensors to measure certain
variables, such as temperature (using thermocouples or RTDs), pressure (using piezoelectric
transducers), strain (using strain gauges), and so forth. Although it is possible to use oscilloscopes
or multimeters to monitor these variables, it is often preferable to use a PC to view and record the
data through the use ofa DAQ card. One particular advantage o f using computers in this respect is
that data can be stored and converted to a format that can be used by spreadsheets (such as
Microsoft Excel) or other software packages such as Matlab for more extensive analysis. Another
advantage is that significant digital processing of data can be performed in real time via the same
platform used to acquire the data. This can significantly improve the process of performing an
experiment by making real-time data more useful for further processing.

5.2.1 Acquisition of Data

One important step in the data acquisition process is the conversion of analogue signals
received from sensing instruments to digital representations that can be processed by the
computer. Because data must be stored in the computer's memory in the form of individual data
points represented by binary numbers, incoming analogue data must be sampled at discrete
time intervals and quantized to one of a set of predefined values. In most cases, this is
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| accomplished using a digital-to-analoguc (D/A) conversion component on the DAQ card inside
,I* PC orinterconnected to it via a Universal Serial Bus (U SB) port. Note that both options are
usrj commonly. However, laptop computers and/or low-profile PCs generally require the use
of usB-based DAQ devices.

5.3 National Instruments LabVIEW

LabVIEW is a software package that provides the functional tools and a user interface for
data acquisition. Figure 5.1 depicts a schematic of data flow in the data acquisition process. Note
Aat the physical system may be a mechanical system, such as a beam subjected to stress, a
chemical process such as a distillation column, a DC motor with both mechanical and electrical
components, and so forth. The key issue here is that certain measurements are taken from the
given physical system and are acquired and procevsed by the PC-based data acquisition system.

LabVIEW plays a pivotal role in the data acquisition process. Through the use of Vis, LabVIEW
M e ets the real time sampling of seasor data through the DAQ card (also known as the I/0O card)
Mid is capable Of storing, processing, and displaying the collected data In most cases, one or
Bore sensors transmit analogue readings to the DAQ card in the computer. These analogue data

mt then converted to individual digital values by the DAQ card and are made available to
LabVIEW. at which point they can be displayed to the user. Although LabVIEW is capable of
some data analysis functions, it is often preferable to export the data to a spreadsheet for detailed
analysis and graphical presentation.

PC' Sy>tcm
Sensor
1/0 Card
Medianical
I System
.LabVIEW
U*cr Interface
Figure S.1

Schematic of data acquisition process.
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5.3.1 Virtual Instruments

A V1 isa program, created in Ihe LabVIEW programming environment that simulates physical
or hard instruments such as oscilloscopes or function generators. A simple V| used to produce a
waveform is depicted in Figure 5.2. The front panel (shown in Figure 5.2) acts as the user
interface, while data acquisition (in this case the generation process) is performed by a
combination of the PC and the DAQ card Much like the front panel of a real instrument, the
front panel window contains controls (i.e., knobs and switches) that allow the user to modif)
certain parameters during the experiment. These include a selector to choose the type of
waveform and numerical controls to choose the frequency and amplitude of the generated
waveform, as well as its phase, amplitude and offset.

The front panel of a V1 typically also contains indicators that display data or other important
information related to the experiment. In this case, a urapH is used to depict the waveform. The
block diagram (not shown but discussed later) is analogous to the wiring and internal components
of a real instrument. The configuration of the V i’s block diagram determines how front panel
controls and indicator» are related. It also incorporates functions such as communicating with the
DAQ card and exporting data to disk files in spreadsheet format.

5.4 Introduction to Graphical Programming in LabVIEW

LabVIEW makes use of a graphical programming language that determines how each V1 will
work. This section discusses the inner workings of a simple LabVIEW V| used to add and
subtract two numbers. While this V1 is not particularly useful in a laboratory setting, it

- Y efri* Hre

Figure 5.2
A simple function generator virtual instrument.



Data Acquisition with LabVIEW 119

a m m ti how basic LabVIEW components can be used to construct a V|1 and hence helps the
L rnkne towards developing more sophisticated Vis. Figure 5.3 shows the from panel and
ygfcdiagram ofthe VI. which accepts two numbers from the user (X and Y) via two simple
Mmterk ,.,.,,oh and produces the sum and difference (X + Y and X - Y) of the numbers
placed on the front panel via two simple numeric indicators.

W » block diagram ol the V1 is agraphical, or more accurately adataflow, program that defines
hgw tte controls and indicators on the front panel are interrelated. Controls on the front panel of
*e ViI»ho« ' allies that can be modified by the user while the V1 is operating. Indicators display
v4BM thai are output by the VI. Each control and indicator in the front panel window is
anociated with a terminal in the block diagram window. Wires in the block diagram window
represent the flow of data within the V1. Nodes are additional programming elements that can
perform operations on variables, perform input or output functions through the DAQ card, and
KO T** variety ot other functions as well.

Ttalwo nodes in Hi. VI sh<.w n in Figure 5.3 (add and subtract) have two inputs and one output as
for instance is depicted in F.gurv 5.4. Data can be passed lo a node through its input terminals
(usually on the let! I. and the results can be accessed through ihe node’s output terminals, usually
m theright.

« Add-Wb * Heck 0.Qrm
# om? (T 7 imxinn»—*-u*H
Figure S.3

Addition and subtraction Vi.



120 Chapter 5

Figure $.4
The add node.

Because LabVIEW diagrams are dau flow driven, the sequence in which the various operations
in the V1 are executed is not determined by the order bl n neto (commands. Rather, a block
diagram node executes when data are present at all of its input terminals. As a result, in the
case of the block diagram in Figure 5.3, one does not know whether the add node or the
subtract node will execute first. This issue has implications in more complex applications but
is not particularly important in the present context. However, one cannot assume an order
of execution merely on the basis of the position of the computational nodes (top to bottom or
left to right). If a certain execution order is required or desired, one must explicitly build
program flow control mechanisms into the V1, which in practice is not always possible nor is
it in the spirit in which LabVIEW was originally designed.

5.4.1 Elements of the Tools Palette

The mouse pointer can perform a number of different functions in the LabVIEW environment
depending on which pointer tool is selected. One can change the mouse pointer tool by
selecting the desired tool from the tools palette shown in Figure 5.5. (If the tools palette does
not appear on the screen, it can be displayed by selecting Tools on the View menu.)

Choices available in the tools palette are as follows:

m m j Automatic tool selection. Automatically selects the tool it assumes you
need depending on context. For instance, it can be the positioning tool.
the Hiring tool, or the text tool as further noted later.

Operating tool. This tool is used operate the front panel controls before or while

the VI is running.

o IT Positioning tool. This tool is used to select, move, or resize objects in either the
front panel or the diagram windows. For example, to delete a node in adiagram
one would first select the node with the positioning tool and then press the delete
key.

* I/ fl Texttool. This tool is used to add or change a label. The enter key is used to

finalize the task.

e (e | Wiring tool. This tool is used to wire objects together in the diagram window
When this tool is selected, you can move the mouse pointer over one ofa node 4
input or output terminals to see the description of that terminal.
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y P

Figure 5.5
The tools palette.

One can add controls and indicators to the front panel of a VI by dragging and dropping
them from the controls palette depicted in Figure 5.6 and which is visible only when the front
panel window is active.

If. for tome reason, the controls palette is not visible, one can access it by nght clicking
anywhere ni the front panel window. Once a control or indicator is added to the front panel of
a VI, the corresponding terminal is created automatically in the block diagram window.
Adding additional nodes to the block diagram requires use of the functions palette, which
<*accessible once the block diagram window is visible. One can add arithmetic and logic
elements to the block diagram window by dragging and dropping these elements from the
functions palette. The functions to add. subtract, and so on can be found in the numeric
*he programming section of the functions palette (Figure 5 7. ihe fourth icon
J58p*eft >One can also use constants from the numeric subpalette in a block diagram and
constants as inputs to various nodes.

55 Operations in LabVIEW

In

i~~~ m plex Vis, one may encounter situations where the VI must react differently

to ~c”~m on athand For example, in adata acquisition process, the VI may need

m 1 Wam*ng light when an input \oltage exceeds a certain threshold and therefore it may
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Figure 5.6
The controls palette.

be necessary- to compare the input voltage with the threshold value. In addition, the VI needs to
make a decision based on the result of the comparison (tum on a light on the screen or external
to the DAQ system, produce an alarm sound, etc.). To allow for these types of application'
many logic operators are available in LabVIEW. These can be found in the comparison
subpalette of the programming section of the functions palette. Note that as stated earlier, the
functions palene is available when the diagram window is the top (focus) window on the screen
If one needs to identify the comparison subpalette. one can move the mouse pointer over the
programming section of the palette to call out the different subpalettes.

Comparison nodes, as, for instance, depicted in Figure 5.K. are used to compare two nuner—
Their output is either true orfalse. This value can be used to make decisions between two
numbers as shown in Figure 5.8. Another important node in this respect is the select node,
which is also available in the same subpalette. This node makes a decision based on the
outcome of a pre\-ious comparison, such as depicted in Figure 5.8. If the select node's middle
input is true, it selects its top input as its output. If its middle input is false, it selects its bottom
input as its output. In this way. one can pair the comparison nodes with a select node to produce
an appropriate action for subsequent processing.
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Figure 5.7
M -ie functions palette

O

Figure 5.8
Logic example.

56 Loops in LabVIEW

A~V fag more sophisticated Vis it w all not be sufficient to simply perform an operation once.
if LabVIEW is being used to compute the f«. tonal of an integer, n. the program will
~NBleoWmue lomultiply nby n - /_ n — 2,and so forth. More pertinently, in data acquisition
one needs to acquire multiple? samples of data anti process the data. For this reason.
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Outset Itw loop
[¢]

Imid, Ne« loop

STOP 1

Example loop VI.

LabVIEW includes several types of loop structures. These can be found in the structures
subpalette of the programming section in the functions palette. (Note that as with every one of
LabVIEW s tools, one can use LabVIEW's help feature or its quick help feature to get more
information on these constructs.) Here the user can find a while loop, afor loop, a case sialemeni.
and several other important loop structures, I-igure 5.»depicts a simple program that utilizes a loop
There are several important items to note about using loops. Everything contained inside the loop
will be repeated until the ending condition of the loop is met. For awhile loop, thiswill he some type
of logical condition. In our example given earlier, we have used a button to stop the loop. The loop
will stop when a value of true is passed to the stop button at the completion of the loop.

In addition, it is often important to be able to pass values fromone iteration to the next. In theexample
given previously, we needed to take the number from the last iteration and add one to it This is
accomplished using ashiftregister. To add a shift register, one hasto right click (or optiondick ona
Mac) on the right or left side of the loop and use the menu that opens up toadd the shift register. To use
the shift register, one must wire the value tobe passedto the next iteration to the right side asshown in
Figure 5.9. To use the value from the previous iteration, one draws wire from the left side of the
loop box to the terminal of one's choosing. In addition, elements initially wired together can be
included in a loop simply by creating one aniund these elements. The wiring initially in place will be
preserved. Finally, note that the metronome inthe loop times the loop sothat it runsevery I0Oms.Thi*
element is available from the timing subpalene in the programming section of the functions petleti<-

5.7 Case Structure in LabVIEW

The case structure is a programming construct that is useful in emulating a switch, similai
to what appears on the front panel of a hard instrument to allow the user to select one of multiple
available tasks. In terms of its appearance in LabVIEW, a case structure works much like m
while loop as evident in Figure S. 10. However, significant differences exist between a ease
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Figur* S.10
A case structure in LabVIEW,

gnicture andawhile loop in that a case structure performs a separate operation for cach ease of
the conditional statement that drives this structure. The conditional statement takes a value
chosen by the user at runtime from among the set of values for which the given case structure is
programmed to execute. This set can be (0,11 as is the case initally when a case structure is
added to a V1. and can be expanded during the programming stage by right clicking on the
conditional statement and choosing "Add case” as necessary. For each case, the V | must include
41 appropriate execution plan that is placed within the bounding box of the case structure. The
conditional statement associated with a case structure is typically driven by a ring, which is
placed on the front panel of the given VI and appears outside the bounding box of the case
structure in the block diagram panel of the V1.

Thii ring is connected to the question mark box on the right side of the case structure in the
block diagram. This is illustrated in Figure 5.11in conjunction with a four-function calculator
implementedinLabVIEW. It is evident in Figure 5 11that the ring, acting as an operation selector,
drives the condition statement, whereas variables X and Y . implemented via numerical controls on
the front panel, pass their value to the case structure, which embeds the actual mathematical
operation lor each of the four functions (add. subtract, multiply, and divide) in a dedicated panel
I igunt 5,11 depicts the panel associated with the divide operation. Arrows in the condition
staterment i fthe case structure can be used during the programming stage to open each of the cases
me=<case structure is intended to implement. The ring outside the case structure must have as
memYeclements asthere are cases in the respective case structure. Here, it is important to make sure
wdcr of the selections in the ring and the order of the functions in the case structure
correspond to each other. If the first option in the ring is “add.' the first function of (he case
! 10 'mP*cmcenl the addition function. Exercise 5.6 deals wnh this issue at more
*rek gs * he case wlh n,,cr LabVIEW elements, right clicking on a gi\en element
user to view a detailed description and examples associated wilh that element

58 Dau Acquisition Using LabVIEW

'S |\MMarjl* a da,a acquisition tool The typical setup in the laboratory is shown in
P'rformd it syt>m the hard instruments shown in Figure 5.12. which are also used to
sensor* aii'l . 4'*'si,'On aml monitoring tasks, a terminal box is needed to obtain the input from
*° aow a way to produce output voltages from the data acquisition card.
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Figure 5.13
A N1 BNC-2120 connector block.

A typical connector block is shown in Figure 5.13. This is National Instrument BNC-2120.
Pta numbers and the style of the terminal box will vary depending on the model being used.
The experiments described later in this chapter use BNC-2120, but several will use different
leminals. Forthe exercise discussed below the data acquisition card's differential mode is used,
meaning that it reports the voltage difference across a channel (channel 0 in our case). The card
can also operate in an absolute mode where it references the reading to the ground level. Finally,
there it one last piece of equipment, which will be needed in the subsequent discussion: the
lunction generator, which can be seen in Figure 5.13.

A» the name suggests, this piece of equipment is used to generate a sine wave, a triangle wave,
ori aquare wave. The amplitude of the wave can be adjusted by using the amplitude knob. The
frequeno <if the wave can also be adjusted using the relevant buttons. The main use of this

in ,he present context is to produce an external input to a custom V1 that is shown in
- igure 5.14, which converts the voltage produced by the function generator into a temperature
re#d,|>g in Celsius and Fahrenheit units.

lunctions related to communication with the DAQ card are handled by the "DAO Assistant"

The board ID and channel settings specify information about the DAQ card that tells

~ mWhere to look for data The algebraic operations lhai iinplemenl the conversion of dala
® °rc or 'ess straightforward as depicted in Figure 5.14.

LabVIEW Function Generation

In tHIv «n,,.!
Produi 1 '°n We W** crea,e a VI ,hal emulates a function generator, that is, the VI should
Periodic signal with a user-selected shape, frequency, and amplitude to an output

m m on the National Instruments DAQ card. In addition, the user should be able to select
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M 1% U-7,CHMDI»lw bM<TIHPT >mr»w Fry hnt
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Figure S.14
Thermometer VI.

the resolution of the waveform (i.e.. the numberofdau points per period). The Vi's front panel
should also include awaveform graph that displays at least one period of the waveform selected
as it appears in Figure S.IS.

The VI produces a sine wave, triangle wave, or square wave as selected by the user. This
requires that a case structure be wrapped around the signal generation block and aring block, to
communicate between the front panel and the case structure. This it discussed further in the
LabVIEW exercises at the end of the chapter.

5.10 Summary

This chapter was meant to introduce the reader to the usage of LabVIEW in computer-baseil
data acquisition. Basic LabVIEW programming concepts, namely controls, indicators, and
simple nodes used to implement algebraic operations, as well as program flow control
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Flp.reS.15
Function generator front panel

tructs lhal U. while loop and cate structure. were introduced. These building Nocks
used lo implement increasingly more complex LabVIEW Vis. These Vis can he used as
-alone LabVIEW programs or expanded to form sophisticated Vis in conjunction with

additional LabVIEW elements These include signal processing tools, which are discussed
in the sabsequent chapter. The exercises that follow enable the reader lo practice

cdM

nicting a number of Vis that art of value in a laboratory aetiing.

5.11 Problems

5.1. la orderlo demonstrate your understand»*, build the VI found in Figure 5.3.to gel

JL

*aned, click on the LabVIEW icon fouad on th<- desktop of your computer 'assuming it
is previously installed) This should pop up awindow with several choices Select Bl.a*.

K V1" and click "OK." Front here you Aounbl see the front panel (it is gray). To open the

block diagram window go to the window and then the show block diagram option (Ctrl-E
or Cmd-E also do the same). On the front panel, you wiill need to add the required
numeric controls for X and Y and numeric indicators for X + Y and X - Y These are

. available in the modem subpalette of ihe controls palette, which is available by nghi

. 2c‘<&q&%nel You will then use the block diagram window and implement
I H Savailable in the numeric section of ihe programming
°* the functions palette, which a*11 can be viewed by right clicking in dir
di*«ram and connect them to the appropriate controls and indicators
«*>* |hal yog can change the labels of each entity by using the lest tod from the tools

i-w tle. Changng the label of an indicator nr control in the Modt diagram window
8« its label in Ac front panel aswell (b tc you have msened the necessary nodes
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5.2.

5J.

5.4.

5.5.

56.

5.7.

Chapter 5

and wired them together properly, you can rasiihe V| by pressing the run button LL| at*e
upper left comero fdie front panel window. The digital indicator* thouId then display fee
results o fthe addition and subtraction operations You can also use continuous run button
# . which il next to the run button.

Create a program th* w ill take the slope of a line passing between any two poets In
other words, given two points. (X |.Y [) and<X2Y 2). find Ihe slope o fthe line, Y = mX +
b. that passes through these points. This program should have four digital inputs (as
nameric controls) that allow the user to select ihe two coondinale*. It should have one
digital indicator that provides the value of the slope of the line between them.

Using ideas simitar to dsose in Figure 5.8. demonstrate your understanding of the logic
operations by adding an additional indicator that w ill display *e greater of the two
numbers determined from your addition aad subtraction operation*in Exercise S .I. Is fce
number obtained by toe addition operation always the greatest?

Demonstrate your understanding of logic operations by building a V| that takes as input
three numbers and outputs the greatest aad the smallest value of tie three. This wiill
involve very samlar logic operations to the one performed in the earlier V1.

After you have had a brief exposure to the operation of loop* and other structires in
LabVIEW, practice by creating Ihe program from higure 5.9. Whea hilly operational, the
program should condnae to increment by a counter | ever» 0.1 seconds until the stop
button is pushed. Veafy that this it line aad that waiting longerto press the stop button
results in a larger number What it the difference between inside and outside loop
displays? Why do you diink this happens? If you let the program ran and forgot to turn it
o ff when you left the lab. would your program ever be able to teach infinity? Explain
your answer.

The specific task that you w ill perform it to create a calculator that w ill add. subtract
multiply, or divide two numbers usingacaae structure asdepicted earlier in Figure 5.11
This wiill requite you to use two inputs, anoutpit, and aring on the front panel. You will
need a case structure ia the diagram window, which initially * il have only two cases
(0.1) but these caa be extended by right clicking on the condition statement in the block
diagram. The cme stsucture itself can be found in the structures subpalette of the
functions palette. The ring should be added to die front panel ofthe V1 and can be found
on the modem subpalette of the controls palette. The properties dialog box of the ring
which opens up by right clicking on the nag. allows you to add cases as you need (in this
case, four case»). Make sure the order o f the list on the ring corresponds to the ¢ ** »*
Data acquisition is probably the moat important aspecto f LabVIEW To be able to
understand completely what takes place what you ate taking data, it ia important K>kikK~
what tasks are paiomed by aV | that acgmtes data from an external source. The V1
introduced earlier in Figure 5.14 talus a temperature measurement every time lhe run
hudon it pudted. While this It useful tor tafcmg measurements where temperature is
constant (e.g.. toon temperature), ft it not useful in tracking temperature changes
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(1V nextexctclae this issueviaataap An*1wc.) Ifa towfoajnency wunne w—e
i*used, however.it is possible to verify thatihe V1 function* asintended Connectafunctm
pmtntor10 the DAQ card Moke surethat *e function generator is set to produce a squasr
wave and th* the frequency is set to be aboat 0.1 Hz. You may wish KOview the signal
e, an oscilloscope O eamue that the function generator is indeed producing «he desired
waveform. This can be done by connecting the outputof the function generator via a BNO
collector to Channel A (or Channel |)on atypical two-channel scope Be sure to set the
digger mode toeslemal (EXT) and choose Channel A (or Channel 1)as the trigger source
You may have to initially use the ground function of the scope to ensure that the beam is
xioed atthe mirevelrt the screen and that the vertical and honmntal scales are set u>
properly. The same BNC connector can be used to connect the function general»» K>the
BNC-2120, which acts as the interface between the DAQ card and the fraction generator
Is 1n exercise we need to add a loop to the VI from the previous exercise so that the
V1 can take readings continuously until a stop button on the front panel of the VI n
pushed and the V1 it stopped The loop construct is in the structure suhpalette of the
programming section of the functions palette You can also find the stop button in the
Boolean subpalette of the classic section of the controls palette Venfy that this worls
and watch how the temperature reading changes with time Change the frequency of the
fraction generator and observe the effects ot the output What difficulties arise when the
frequency is loo fae relative to the timing capacity of the loop? If we had no digital
indicator, only fcemometers. would h i be a problem?

la this exercise, we w ill add more functions lo the V| from the previous exercise. |f we
only want lo maintaui some temperature (e.g.. in athermostat), we might only care about
the highest value of the temperature. Use tie Iogic operators lo determine the highest
temperature ofall the measurements (hint: you w ill need a shift register) In LabVIEW.
there are many different options for dala types (scalar, dynamic data, waveform, etc.».
For this part ofthe experiment, you w ill need lo convert from the dynamic daia lo a single
scalar. To do Ibis, right click in the Mock diagram and select express, signal manipula-
tion. from DDT. Then place the block, select single scalar, and then click OK

"Hiis V1 gives alittle more insight inlo data acquisition with labVIEW and some of the
difficulties thatmay arise W ith this VI. will you be able to tell how temperature changes
“ e« function of ime? What could we do to solve this problem (in general).” What are
*°me of the problems with ihe various output styles that we have considered * What
"*fhl be some more beneficial ideas”
®**donthe function generator m | igure 5 I\ random noise should he added lo the signal
<» means of the “ add noise" option of ihe signal simulation Mock., in the signal analysis
The oodhm fern the function genentor should be added to the mofee mag aa
*ddiiH>n block, at k can add hath signals rad constants. Send this noisy signal to a new
R eform graph la oaderto exM ct the origaM| signal fNem fee oomy fegnal.aflkcrwillbe
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applied. The filler reduce* the effect of portion» of the Mgiml that are above a specified
frequency. T bitallows m to remove the higMrequency nome. The fiber block can be found
ia the signal analysis to o t»*. Configure the fille r to remove noiae from the signaL Y o*
ftoat panel window should look much like Figure 5.16.

Select three set» o f operating condition» (Lfc, amplitude aad frequency) for the tnangir
wave pattern and measure the actual amplitude and frequency o fdie waveform shown on
the oscilloscope. Tin» wiill require yoa to connect the DAQ board to the scope iaput*
using BNC cables. Verify that your measured amplitudes dad frequencies are the sane as
those you input to the V1. Vary the anise amplitude between 0 and twice the signal
amplitude and take screen captures of the results.

5.12 Appendix: Software Tool» for Laboratory Data Acquisition

5.121 Mma— f t Fumiiry

Measurement Foundry ia produced by Data Translation and has significant capabilities for
rapid application developmentin conjunction with DT-Open Laim for .NET class library and
compliant hardware. bloffers tie ability lo acquire, synchronize, and correlate dau aad to
perform control loop operations U also leamrea automatic docuarentaMoa of programs and
links with Excel and Matlah.

NpoT S.14
Function generator and O ur front pand
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y 12.2 DoyLab

pmyCab from Measurement Computing Corporation (MCC) allows for the integralko of
-aphical function». real-ime operation», includmg PID control, and realtime display via
{4 ok, meters, and graphs, and incorporate» an eeensive library bl computational functions. Il
povides serial. OPC.ODBC, and networt interface function» and supports data acquisition
~dware from MCC, IO ledi. and other vendors.

S 12.3 iHET-IWPLUS

mpie. software, sold by lomega, which is aju adistributor of DAQ cards and sensors, can be

ped to generate analogue aad digital output waveforms and ran feedhackycontrol loops. <*ich as

PID, and has capabilities similar in conceptto LabVIEW, which allow for the ctonk» of
virtual instnuaems.

S.12.4 WmW eJgf

WinWedge if yet another data acquistion software tfial uses a Mscroso* Windows Dynaimc
Data Exchange mechanism to provide data actjasifion and inslnuneM control m confuncttoi
wMi Microsoft Excel, Accent, and soon. Il provides a menu-dnvea corfiguranoa pnigram aid
is asbl mainly ia conjmctaoo with serial data « rani.
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Signal Processing with LabVIEW
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6*1 Introduction

Neslll &e and digital fillers are used cvlerxuvels in sensor signal processing. In this chapter.

boArfftese topics are diseased and examples .sing LabVIEW are presented |V main O*

1 | m "gMl-procCTuat; techniques it in pre- and postprocessing of sensor signals In

o £ 2 *~ *lcfst o0],cn use(l K>deal vsiih The so-called aliasing phenomenon thal
in data acquisition tystonu. Digital filters are generally used to p<«process

lechi. tlgnah ﬁn%%ﬂR;*;nul\%d I)conJurml<n \k h sophutlcaf_e_gi d_lg_;ltal sh%nal pr\«.-essmg

Jgue tillers, their analysit, and is nthews using passive components (resistors and
«»») at well at active components (operational am plifiers)
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*  Frequency response of a low-pam filter using Bode plots. illustrating the response of
the filter with varying frequency ofthe input signal.

* The conceptof adigital filter a* counterpart to the analogue filler and built using
software.

« Implementation of muring average <M A) and autoregressive moving average
(ARM A) model-baaed digital filter» and their implementation ia LabVIEW.

* Using LabVIEW to develop virtual instruments (V li) that implement digital filters
aad demonstrate their functioning using a graphical display of pre- and poslfibercd
signals.

These learning objectives arc illustrated through detailed descriptions, examples, and exercises
The presentation refers to supporting hardware from National Instruments and other
manufacturers (namely Analog Device*, a maker of micromechanscal accelerometers
aad saratlar microelectroaaecbanical components used ai sensors in measurement

aad instrumentation).

The reader is expected to have access to a laboratory environment dial allows for
implementation of analogue filters via passive and active eleckonic component*, lest
instruments such as oacilloacopes and function generators, and. more im portantly, access to
LabVIEW for implement»*on of the virtnal instruments discussed in the sequel. Uae of a
small inexpensive fan- which can be the basis for studying lhe impact of rotor imbalance
aad vihration that is filtered with a combination of analogue and digital filters, is also
useful. Other sources o f real data can be ased. however, so loag as the measured signal
manifests a combination bl “good" and “Had" information, preferably at low and high
frequencies, respectively, which can be used as the basis for tie experimental component
of the examples and exercises discussed in this chapter. It ii possible, however, to produce
virtual sensor data using LabVIEW itself, as a is done in several of the examples, to
ilustrate signal processing techniques, although it is always important to use real data at
some point in the process of learning to apply signal-processing techniques.

6.2 Analogue Filters

Analogue filters are tied primarily for two reasons: (i) to buffer and reduce the impedance
of sensors for interface with dau acquisition devices and (li) to eliaunate high-freyum-)
noise from the original signal so as to prevent aliasing in analogue-to-dtgital conversion
Analogue filters can be coastracted using passive components (namely resistors, capacit* «'e
aad. at times, inductors) or via s combination at passive and orfrvr components (ran»>s«** "
or. more commonly, operatsaasal am plifiers) lending lo active fille r designs. We conasder
both cases here.
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nmsUVt fillers are designed w«h afew simple electronic component Iresistors anticapacitor®
A~ baoc lon-pass fiher. depicted in Figure 6.1, can be used to remove «« attentive)
~-frequency none m the original signal, in this case denoted by v,. The underlying

it thal any time function can be viewed as being a combination of simnoidds.
uore exactly, any periodic function of lime is approximated by an infinite series of sinusoids
Ofrrr="«ifs ,h* ' w of the so-called fundamental frequency of the original signal
(tie «o-called spectral cornmi of the signal). Nonperiodic functions can he viewed m
fl__ .. JU the same way but we mutt allow for a continuous spectram. For example, the

gnpnil signal. V. may be approximated by
v, =V jt*(0>t) + vu T (2w) -t-M sin(J«/) + --», <6.1)

eten-1'y .Via.Vu, ... are the amplitudes of the consecutively higher frequency component» «r
|Lum - of the original signal

These higher frequency components may represent fluctuations (or, in many cases, electrical
mone) thal we may w i* to attenuate to prevent aliasing (appearance of high-frequency
canponens in #ie analogue signal as low-fitqueocy aliases of these rO M pnw ii | and generally
u present i clean signal to tbe DAQ system. The filter in Figure 6.1 prodaces an output. v,
which h.is Ihe same ter of components (in terms of the re*ective frequencies) as the uriginal
mgaai, r,, hut at reduced amplitudes:

V. * V., tm(uit) + V ,jsm(2r»/) + VoJ sin(3 tor) + eeee (6.2)
wheie VNLVS2V( ........ are (he amplitudes of the sinusoidal component!, ui t,. In general. Vac*
b-nY*y ... aresmaller than their counterparts in the input signal. V,.i,va .V ,j.... For

M iftarr,depending oathe values of ft and C in fee filter shown ia Figure 6.1, V,,, may be very
tkm *T ‘3 Uy 98< bl 1 val‘e-bul VoIm*y** abou' ~  bll'-anJ" fonK 1br reabin
*+*m *+ |hat die given low-pass filler attenuates each signal according to its frequency. *e
frequency, the larger the attenuation (hence the smaller the amplitude of the given
in outpit signal) The precise amount of attenuation can he found from the
\Y response graph of the filer (commonly referral to as its H<XIr plot) as. tor
u --depicteO in Figure 6.2.

LI
Passive losv pn» |
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€)
Flfur* t.1
Bode plot o f low-pass filter.

The specific equation for the fiber from the application of KirchofTi current law at the output
node (assuming an open circuit or no load M the output) is given by

N-+cE£<*) =°, 63

This can be simplified iato

*C% +r .« * (6 4)

As a first-order differential equation, it can be transformed into transfer function form, usuv
Laplace transform, ai

6"

wheie r = RC is the tine coasiant ofthe filter, tbaiia. essentially the time wtakes for the fA e t»’
rrspoad to a step input function by reaching bi% talaoel two-thdnb) ofits steady-state cawy**
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inverse of r. tluu *. ot€ = 1/r. U known as #ie comerfrequency of the filtei, that it,
fterency above which the filler man» to aaenuate its input Then* are discussed hrnfet
A (o * in Ihe conlext of the co-called Bade pioi bl ihe filler. Attuning sinusoidal functions bl
dc fono », * V/iwt). whose Laplace transform n given by
toV,
V*? W - BA>

A (uhstituijng in Equation (6.6). taking partial factions and simplification (including
0 oppaig the transienl response term as detailed in the appendix). Ihe steady-state output would
Vf=V. sinfotf + wheee

* and™> = - tan~'(w) (6.7)
4 +1
y,n n standard form, we have
A1l = 20log-j- 1 i ii =20logl - 10logf(ttu)?+ 1) 6n)
1w !(Ta»)l"L h v I
Vol = | 0 Tat« 1
(6.9)

Ve A \ -20logrw |« no'

Hie graphofthe VIV m “ p*ci*ely what wasdepicted earlier in Figure ft Jwhere it isevident that
rfrequencies, particularly those higher than the comer frequency of 10 r/s, are attenuated at
ling rate, leadaig to the reduction of high-frequency components in the filtered signaL

6.2.2 Active Fitters Usimg Op-amps

Ifc» passive niter shown previously is simple aad can, in principle, be used to filter out
n *8mr*blc component of a given signal. However, because it is made up of entirely passive
«mmponcnis iresistors *idcafuciiors), it haslo draw current from the input and wiill, in addition.
c,rceil connected to the output of the filler. Op-amps can eliminate this problem, as
diT*"7 ’batis drawn from the input stage is very small (because op-amps have large internal
r ***. ofthe order of 10 MO). Likewise, as active devices, op anyis supply current to
T p.*** w | hence mmimi/e the impact of the filte r on any uutpul circuit, such as the
thereby leu affecting the reading of the acquired signal W ith this in mind, ojv*nps
<»»U Md in conjunction with resistors and capacitors to create an active filler A lanyfc
N e« lo n itgiven IB Figure 6.3.

"B*«Me lo fc* cncmt, we mutt drtemane the relation between the mpnt v, and the
The «mntabon bl currents at lhe iavoiiag inpat it given by
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Active low-psa*» filter.

Now. given that in a negative feedback configuration as shown earlier. *
sim plify this to

_ &Vt >» 0.

Y +"*etfbl-0.

We can rewrite this at

ve+ *2C j(»,)~" M.

This is very similar to a passive filter eqtutm . with the exception ofthe gain on v,. The
negative sign means that the filtered signal w ill lag at least 180 degrees behind the unfiltereJ
one. (This issue can be resolved via an invening filter of gain of - 1.) We can call this gain A
sok = t» R In addition, we see that the time constant is given by t = )XrC. So. we have two
degrees of freedom in our fille r configuration We may adjust the gain constant, k, to amplify
low-frequency signals. However, this will also raise the value of the crossover frequency and
therefore allow noise to have a higher amplification. In addition, we can change the corner
frequency lo\ = 1/T) by adjasting the relevant parameters. This w ill have effects on the gain
well, which must be taken into account. These can be better understood by examining the
system in the frequency domain. In the frequency domain, the ratio of the output to the iop«>
voltage is given by

SOlogi - 10 log((ttt)* + t)
o' + |
20log* woo« |
Mlog/k - JOlogrui | « rio’
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We c*» understand betier how the fille r wotis by cxan ining the Bode plot o fthe system, which
, ««fced similar to thatin Figure 6.2, with the only exception being an upward shiftof the g n ffi
by 20log* Al discussed earlier, the graph is meant to illustrate how the filler passesthroat
, s offrequency upto comer frequency and gradually aUeaaaies those beyond tbs level
*. depkted in Figure 6.2.

~2.3 Implementation ot a Breadboard

j» aUhoraiory setting, one can build and lea various circuits, including low-pass filters using
breadboards Figure 6.4 depicts one such breadboard made by National Instruments (N1).
Similar hoards with more or lets additional featares are available from various manufacturers.
Tlus particular breadboard has a connector (lower left comer) that attaches readily to an N1
pAQ card. Other breadboards are also available from N1 and other manufacturers.

f 14 Building the O rtuit

Assuming access to * breadboard similar to Figure 6.4, circuits can he built an ihe white
section of the breadboard. The horizontal sections of holes in the wider strips of tiis
section are connected together lo allow placement of circuit components that may have

Mpno6.4
Breadboard for fikar «apt»mentation
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different sizes, while the tiuimrr section) provide a mechanism for access to power aad
grouad (or common signals». In addition, at staled earlier, this particular board has tfie
Utility *o interface wiA the data acquisition cacd. Inputs and oupus from the card can be
takea from the pins sbowa ia Figure 6.4 and connected either to the breadboard or to
external devices.

6.2.5 Electronic Compomemtt 4

A variety of electronic components are usedio baild analogue fiber» with resistors, capacitors
being the most commoa types. Resistors caa be eaber fixed or variable. As the name implies, a
fixed resistor has one resistance value and cannot he changed. A variable resistor, however, can
be adjusted to have different values. Resistors are coded by color as Aown in Figure 6.5.

Hpwtd
Resistor color-coding scheme
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Tab*» 61 '— pli Rtfitton

«aa-M M fifrilliptiw Tolmc* Vale.

ortrgr Orange NM Brown Brown 3500 * 1%
Blur Gra. Black Cron Blue 68M U0 2Sik
Black own Grten Red (ud SSO00 + 2%
Red White Yaitow Cold Viol* 2940 * 0,1»

pok dut colon may not be evident but (hit sane figure is generally available online at a
gaiiher of sources

pote tfiat not ail fetislors have the same number o f bands, so it is important to know the type of
(cstskir at hand. If a lesiatnr has only four Kiadv then it does not have the third digit A few
camples are illustrated in Table 6.1.

(m addition to resistors, capacitor, are used in building analogue A ten. A picture of aceramic
pbM capacitor is shown in Figure 6./>. Unlike resistors, capacitors have their value explicitly
pruned on them. Capacitance values can usually be read o ff in either a picofarad (pF) scale
or amicrofarad (nF) scale. Intermediate scales are used very seldom. In addition, it is
taaportant 10 note that a capacitor has some parasitic resistance as well, although ttet it
msu.ilWvery small.

finally, op-ampt are key components of analogue filers A picture of a typical op-amp.

LM 741, it depicted it Figure 6.7. It is important lo be sure that the correct pint ace ttsed when
«meeting the op-amp. The data sheet for the device, generally available from the aaanufactuicr.
prosidea detailed specifications in thit regard.

FlpnU
Ormmic place capacitor.
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* 4

figure 4.7
Operational ampl*er in DIP package.

6.2.6 Op-amps in Amatapm Sipsat Proeeuimg

As staled earlier, op-amps caa be used to perform simple or more complex tasks. For instance.
m shown in Figure 6.8.to add two signals, */ aad v,, together, m op-amp and three itestor.
MT used This can he useful. for instance, m attesting for a d.c. offset in an accelerometer
jign»i or similar cases. If we were to derive the «elaiionships between the inputs, we would
arrive ai the following:

«l

Therefore, if we setv, lo be the negative value ofthe DC offset from ihe accelerometer, we
w ill be able to remove this offset successfully.

fifanu
Amplifier kbcTack diagram
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C

figure 6.9
O N1« removal and low-pass fikanng.

More importantly, we w ill generally need to remove high-frequency noise in the sensor
mgoal prior to sampling the signal with an A/D converter. For this reason, the cotnbin*ion of
op-amptin Figure 6.9 is uaed.

to practical implementation. color coding tie wiring is helpful in preventing confusion.
Typically the coding ichetne uses red. positive supply voltage: Mack, ground; and blue, stgnrf
Other colors are used to supplement these and differentiate the different signals. Exename 6.1
refers to this in more detail in the context of performing a simple acceleration measurement
experiment

6.3 Digital Filters

filtering uses discrete data points sampled at regular intervals. These data points are
**x*x % ym Pled from an analogue device such as the output of a sensor (say an accelerometer
= mito measure vibrMmn in a beam). Digit», filters as shown schematically in | igurr ft. Il rely
W pty onthe current value of the measured variable, but also on Uspast values (either in raw ur
~+m d form). This leads to two kinds of filters, which are examined in die sequel.

*ukek \/ % A¥myf fag fifcer

la tfv
avenging filter, the previously unfiltercd values of the given signal are used ui the

w>> filte r takes the form of

N1 m o« + (o - *)e*»-l (6.10)
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Diagram o f a dipraJ filter.

Note (hat we can write io = «and i, 3 |- «and hence write die above as
yt ok ttu * + Fi«i-i f6-1%)
wd thus further exlead this formulation to «ore complex filters wcb at
fto= XAU| + 3|M || + *2%%- 0+ " ' 4 *nkecaee (6.12"

Ibis general form it called amoving tn eragr filler, at it in effect averages past value* o f the
ugll signal, each with its respective weight. Selection ofthese weights it often an issue aad can
be formalized, although in toe present context we w ill deal with simpler cases in which aa
intuitive approach to selecting these values can be used.

6.3.2 FBter with Mmmej

la afilter with memory, previously filtered values are used to adjust the new output. This filter
lakes toe form

No- oW+ (1 - «)»!-l,

where a is the weight on the current value o f the unfiltered signal, u, The remainder is from
the previous value ofthe filtered signal. y»_i- Varying a w ill change the extent to which

the input signal it filtered, la particular, « relatively large a weighs in toe current value o f toe
input signal, while a m all t weighs in the past (filtered) signal, ri- Normally, x < |I.

Thit is evident in the followeg example.

6.3.3 EanTpu

A setof data points isam nred from accawwom signal as given ia Table 6.2.
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TA*. 62 O.W forapui-fiksHng Emampl.

0.10
1.05
192
390
4at
*94

o dpNE O

A iimr*e ,nPut *ve« P n8 n,,er wi*h a values of 0.25, 0.S, 0.75, and 1.0 is used lo filter
dne values at depicted later (Figure 6.11>. The filters produce a continuum of respoav
pattern! indicating Itut no aagle value of * k beat. However, one can argue, based on
proximity to the general pattern of the input signal, that a - 0.5 nay he reasonable.

In practice. one has to fine-tuae i or similar parameter* of a given filter lo fa ihe applicatioa m
annil There are. as riiown later, formal metfmdt (based on digital signal processiag) that allow
the user to select the filler parameter to affect ihe frequency response of ihe filler (similar
0 analogue caseX The mathematical techniques underlying these tools air beyond the
«cope of this book although their application is discussed later.

S11145|M]>» i

Simptt awragmgfikcr results.
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6.3.4 LabVIEW Implementation

One caa implement i digital filler in LabVIEW m skown in Figure 6.12. The block diagram
of ll»* filler appears * Figure 6.13. The filler parameter* are tel al 05 and 0.5 in the town
left corner of the fro* paael Nit can be changed if aecessMy. Tlie block diagram depicts a
sinusoidal signal generator, as well as a noise generator on the left side. The in-place operation
allows (he addition of individual data elements.

The m-place element aniclure allows a simple operation such » additioa 1o occur on the
corresponding elemeats of «wo dynamic atrays produced by the stnusotdal and noise signal
generators This node can be found in the structures subpalette of the programming section of
the factions palette asdepicted in Figure 6.14.

The filler itself is implemeaied as afinite impulte response (FIR) fiber node (found in the

advanced FIR filtering section of the fillers subpalette of the signal-processing section at thr
functions palette ), which effectively implements a moving average fiber type. The anay of
fille r coefficients appears w the front panel of Figure 6.12. Note dial in this case the source

np-nfc.12
Front panel of a simple digital filter

' TV kutim ufthnt nodrs ta Hit lesprclivt pabar na« dhaagc <leprodM| ca lfcrseaonnfLabVIE» 1*"|
bl—Ta. pomMe to acwcfe far a «profit type bl nadr fcj —i kK and taca* a «<MPKOTI of as K***"-
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Diafram ofa simple digital filter
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ugaal is generated internally but it it possible to do the same talk uang an external input signal,
as. for instance. generated by a function generator.

6.3.5 Higher order Diptel FUten

W hile the simple filter in tbe previous section work» reasonably «veil, one can build more
effective filters using acombination o f autoregressive terms and moving average terms, via an
ARMA model, also referred to as an infinite impnise response (lilt) filter. The general equation
for such a filter is given at

M= -B|N-] - «1/1 +oeeet + fe|U»_| + *2*4-2 + oo (6-13)

Note that a, and b, miMt be chosen property tor stable and effective performance. This is aot a
trivial task and requite* advanced techniques that extend beyond the «cope of this text The
essential idea is to place the to-called poles and zeros (the roou of the denominator tod
numerator of the corresponding discrete time traader function) in reasonable locations in the
complex plane. However, there are well-known design strategies that have performed well,
including Butterwortk. Chebyshev, and Bestei. that are programmed in LabVIEW. It it also
possible to produce the fille r coefficients in Maitabor asimilar tool and use a similar technique
at in the previous seciton (albeit using an UR filter node) to implement the given filter
Implementation using LabVIEW built-in function is depicted In Figure 6.15. Filler parameters
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—————— W » - T* >nm |4

Block diagram o f Butrersworeh filter drugn.

include ihe sampling frequency, which in tfc» cate it the um t frequency wed lo geneme die
stgaal bl the fin | place. The cutoff frequency i* alto another required parameter, which it
chosen lo correspond lo die frequency at which the noise component start to dominate the real
signal. The block diagram b depicted in Figure 6.1ft.The filte r node (from Ihe signal processing
«eclion of ihe function palette) requires filler type (set lo zero for a low-pass filler) as well
at ihe two parameters mentioned earlier. Note that the unconnected terminal of ihe filler

node (thefcigh-frequency cwolT) is no» required for alow-pass or high-pass fille r but is required
for a bandpass filter.

the filler depicted in the fmnl panel diagram in Figure 6 |' typifies the

i'r 1** Alennlt effect of a Butierworth filler, which indeed performs better ih jfi ihe simple
r we designed earlier

6,4 Condusion*

AKjI*IIre»*iderrd signal-processing techniques used commonly in wnjuncnon v»ith

UhVIE% d*T¥ acquitition systems At a prelude lo digital signal processing vn

*** pPrecetT' RIMMK' LI mekV "* signal prnce»ng using operational ampliliers lop amp.»

Yy M «, fo“ cecstful compute! hjsesl dala acquisition. as the original
»*C *i*h noise, whkh leads to aliasing in ihe digitize signal la pnwess

bl *bo" 'mages on lelevmon screens). We further discussed d.gilai
p; and autoregreskise moving average models
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6.5 Problems

6.1.

6.2.

6.3.

6.4.

Implement the analogue filter deaigu described in Figure 6.10 wing a pair of LM-741
op amp* and appropriate resistors and capacitors. You w ill need in choose a reasonable
capacitor valae forC. say 0.\pF, and theachoose an appropriate resistor value fo r/f* X 1
achieve a comer frequency of 10 Ne (effectively 60 tad/t). For this exercise, design the
gain of your filter to be unity (1) by selecting = Rj* Likewise, choose Rtt —
because you w ill ase ike firs* stage only to invert the signal produced by the taction
generator (siaoe ii will be inverted agaia by the second «age filler). In building the
circuit, pay clone attention to the color coding mailed on (be figure Do not powerupdr
board or connect power to die circa* wahout first ensuring that connections air matfc
property.

Perform preliminary evaluation of die filler in the previous exercise by generalin?
a signal using a fanction generator capable of producing a sinusoidal function of
varying frequency (similar to that dtowa in the previous chapter). You can connect die
function generator output to v, inpul in Ike fille r and ground v, input since il it not used
in this exercise. <k is always good practice to ground uoused inputs to prevent the
circuit from picking up and introducing noise in the actual signal.) You w ill need
an oscilloscope to evaluate the functioning of the filter. Vary the frequency of the
signal from 1to 100 H/ and make an eatimate of the filler performance (in lemis at
attenuation ofthe signal amplitude) by recording (reading o ff die scope) the ampt*udr
of the signal aa a function of frequency. Compare your graph with Figure 6.2. Note
that the figuae it drawn on a logarithmic scale. Be mindful of this fact in your
comparison. Bearia mind the comer frequency of the filte r, which is expected to be at
10 Hz.

Create the VI shown in Figure 6.17. This V| can be used lo evaluate the analogue filler
discussed in the previous exercises. The signal generated by die V1 is filtered with
the analogue filter implemented in the previous exercises. The spectrum of both
unfiltered and fikeied signals it shown in the respective panelso f the front panel of thr
V1. Set the wave type to be a sine wave, the frequency to be 10 Hz, the amplmi<ir
to be between 2 and 5 V. and the noise amplitude to be 10% o f the signal amplitude
Use an oscilloscope to verify that you are producing the correct signal. Note thaithe v j
should be implemented such that die Analogue Output Channel 0 oo the Nation '1
Instruments interface board is used to produce the generated signal. In addmoo
examine the spectmm of the signal gives in the V | Later you wiill warn to filter it*
noise, not the signal. Having an idea of where the spectnun of the signaldornuu”j
enables one lo filler the signal property.

You can ute the signal generated by the V1 (via Analogue Output Channel 0) of |
Figure 6.17 with the analogue filte r from die previous exetrme*- The output ofit*
should be used at Aaalogue Input Charnel O so you can evaluate the perform*»f |
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esanalogue filler nuag the VI. Set the noie amplitude 10 zero in your VI Startup
1Hz. adjust the frequency in eeps 0f2.5. and 10. up to 1000 Hz Determine the
AP *ncy atwtuch the filtered wave amplitude is 1/10lh Ihe original sigtul amplitude
review the spectrum of the signal as it appears in the respective panel of the VI.
*leP- 0" W-1 evaluate the performance of the filler at a function of aoise
m P M e Yoew il first setthe signal frequency at 10 Hz. and set the ampluute to he
*Adjusi fee mme amplitude from O to 2 v. Measure ihe amplitude of the filtered
* r*ble 6.3. In addwson. note the impact of increa*mg the oo*se
« fee fag”ncy spectrum of fee Uttered and unfihered signals
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TN4»U NotM ATnuw 0 n a Function o#/>1p8u<«

Wii»—p (V) Haiwnt(V)
01
-1
u
on

6.6 You can demonstrate further how die fille r m»y be used ia a real system. To do Ibis you

6.7.

6.8.

can use a small fan with a small weight attached to one of die blades with sturdy taf*
that prevents the added weight to fly off as the fan rotates. A «emicondyctor-bavd
(MEMS) accelerometer similar to that shown in Figure 6.18 may be attached to the
base of the fan to accord the acceleration due to an unbalanced rotor. We wiA to
filler out all die none dial occurs above the fan's rotational frequency. In order (o do
this, we mutt firct know what the frequency it. Determiae the frequency from the fan
specifications, witach should be available from manufadareidata sheet*.

Create the VI (or me with the accelerometer as shown in Figure 6.19. The V| awm hr
able to read Ac accelerometer signal and produce filleted and anfiltered displays of
this signal along wnh the spectmra o f the signal.

Connect the accelerometer to the am plifier in Figure 6.9. Hie accelerometer, at tbr
packaging shown in Figure 6.18, is manufactured by Analog Devices (and is coaneck-d

Mpnb M
MEMS acceltrotncur (Analog D*vic«).



6.9

6.10

6.12

Sym/N— LU vM LakVICW 1SS

Flpmt.19
VI for use web kxHcfometer

readily with Ihe filter| Examine the output o f the filter on an oscilloscope wepuHe that
tie signal from the accelerometer nake* sense. Assuming that the accelerometer is
sitached to the haie o fthe fan (in normally operating condition, i.e.. without any added
mass to erelie rotor unbalance) you should see the fan frequency on the oeciMcncope.
The accelerometer may have an offset thal can be removed m the next step.

Using the V | developed earlier, produce the offset necessary to eliminate the accelerometer
offset.

Given the frequency of the fan ai its high setting, calculate the comer frequency
feat would be needed to filter Ihe rotational speed of the (an. You may use fee same
filter thal you used previously or. if the comer frequency ii very different, you may
change your resistances to achieve a belter design. In addition, you w ill need to
increase the gain at your am plifier to amplify the accelerometer voltage and subtract
off the DC offset

Examine the effects o f adding an imbalance to the fan. Power down fee boanL
disconnect the balanced fan. and conacc* the unbalanced fan following fee same
Procedure.

Modify the fiber » Figure 6.12 «o feat k allows a dial gauge |~ to represent i. fee

filter parameter H is n a simple modification hut allows you to better under*and
*e filter
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6.13.

6.14.

6.15.

6.17.

6.19.
6.20.

Create acue diagram to allow multiple types ofnoiie (uniform. etc.) to be added to fee
signal in Figure 6.12. Does changing tbe wave type teem 0 have any effect on the
quality of the filleted output? Does tbe Tiber reproduce end) wave exactly?

What effect does changing the frequency have on the specmim of filtered and
unTillered signals? Whal happens to the frequency spectrum of the filtered signal at
high frequencies?

What is the effect of noise amplitude? What happens when it it small? What is the
result when * gets to be the same amplitude us that of the signal, or larger? How did
changing the notHe amplitude affect the frequency spectram? What information does
this give you?

In using unbalanced fan vibration at the source of your measatements, compare

the filtered retfwates at low and high speeds with unfihercd responses. For which
fan speed it tbe filtered response cleaner? How does this relate to your cutoff
frequency?

For the experiments discussed earlier the fan speeds were fairly close, to designing

a filter that would be acceptable for both speeds it not very difficult. What are some
o fthe probleats with trying to use tbe same filte r design if the two speeds are dratncalk
different? (Hint: If the speed it low. how w ill the noise frequencies change?)

What are some potential problems of using filte n in teal systems? (Hint: In the earlier
exercites, we knew exairiy whal we weae looking for. What if we do not?)

Why does hiffr-freqoency noise gel reduced in low-patt digital filten?

W ould using more sample points in the filler be beneficial in eliminating high
frequency none? What would happen if loo many points are atod. that ts. clote to the
total number o f data points collected?

Whal are some potential problems o f using filters in reallyaent? (Hint: Think if you
need data in real time and a higher oeder filte r is needed)

6.6 Appendix

6.6.1 Simple Filter Sau tioa

We start with

Asaumiag sinusoidal fanctioni of the form
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y/e have ihe followin* partial fraction eupantion

| iavt A B c
*T oty + ¥l + 0> f+ 1/t jA>W+i->u- (633)
1 (6.17)
(6..%)
Sow aoting that
»,() = A#-*7 4 &+ >*+ C V' (6.19)

wd Nn ihe first terra diet oui with time, we look at the Head) state value bl v.(t) at

B M me A M 74}

aad furhci into

J) = -tih+ W f-~ L 1-Jw tlV)
(ta«n : i)(-W (tw V\i IKW ’ (6:21)

r into
M/)* W -HH-L) (<0 +1 A ()
M)*AT'0T apg@#m +EM)- (e~ - <3

M i) = {-raksbl yH) + tin(<u»)) (6.23)
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*Wo* Y (-blw(d)as(wl) + co*(d) Ha(rw)) (6.96)
wtieic tai*<S) x Tw. We lh«s have

vo(f) « V,sm(tar- v>). (6.27)

6.6.2 MaHab Solutmsa to lhe Butterwerth F iktr DesJpi

As you observed simple fire-order filler* may da well for eliminating random noise. but the>
do notdo well at attenuating signals with acertain frequency. For this reason, there aar mans
other digital-filtering approaches Many revolve around designing an analogue filter and
approximating it asadigital filler. This is the case for the Butterwonh filler. Luckily, this design
process can be automated nicely using Maliah. v aria h uses acommand called butterto generate
the coefficients for afilter with a certain order aad cutoff frequency. A sample command is
grven here.

4/

»  [Kal=burnO/1>

b -000t? o ttr *4*2*

/ / /
N bt *i

me 10000 -21741 1*2*4 -0.5121

/ / / /

4 1 »J »|
The command just given generates a third-order Butterworth filter. The first term in lhe
command (3 in this example) is the order of the fitter. By setting the term, you chi control ho»
many past data points Ihe fille r uses. The second tern in the argument is tbe ratio of lhe cutoff
frequency to the Nyqwst frequency. The Nyquisl frequency is one-halfo f the sampling rate.
this ratio, r. is given by

1.12

These frequencies are both given in Hz. which makesr aunities» quaattfy k is important to n140
that digital filter» only filter frequencies relative to ihe sampling frequency. If the cut»*!
frequency is increased aad fee sampling fw p nry is increased by the same amount. <1* »
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n achieved. In addition. the maximur» valne ofr ia 1.0 (why do you think tfui is?),
however. this would coneapood to an unfibered response.

dial the equation far the filter u given by
y» = — (= i*t-i —orYk-r ~B1/1-3 + +ft)it» -i + bjH"2 -t-hiuj.,).

mpie * vector contain* the h, coefficients. The leftmost number corrcgponcb. to b,, The next
gtBibcr correspond» to h, and so on. The coefficients ofa are given by the next vector. Nodoe
fell oar Butterworth filte r has an «o term. This isn't present in the main part of the lab. The
ponw forthis is that the term is always set to he I. as seen by the values ofa given earlier So.
Itdiung that ao is always one allows us to sim plify this expression into the following:

N m-«m-1 -*TYK-1-«3/1-j + +h,uiii +Mi-l +M i-i

Here are a few additional examples o f BuOerwarth filte r designs:

» [b.a] * butler (3,0.05)

K = 0.0004 0.0012 0 0012 0.0004
1.0000 - 2.6862 2.4197 -07302
» [b,a] * huner (3.0.2)

001*1 0/1543 0.0543 001»

w = 1.0000 —1.7600 | 1829 -0.27*1

Y
I

o
1]

Borman information ontb s a*bject, see Diptot Signal Proctulng by froakis and Manolakis
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meten. (in both analogue and digital form») and various types o f oscilloscopes. As well a*signal
level voltages, many of these instruments can also measure higher magnitude voltages, and
this is indicated where appropriate. The oscilloscope is particularly useful for interpreting
instrument outputs that exist in the form ofavarying phase or frequency ofan electrical signal

Electrical meters exist in both digital and analogue forms, although use of an analogue form
now tends to be restricted to panel meters, where the analogue form of the output display
means that abnormal conditions o f monitored system» are identified more readily than is the
case with the numeric form o f output given by digital meters. The various forms ofdigital and
analogue meters found commonly are presented in Sections 7.2 and 7.3.

The oscilloscope is avery versatile measuring instrument widely used for signal measurement.
despite the measurement accuracy provided being inferior lo that of most meters. Although
existing ia both analogue and digital forms, most instruments used professionally are Bow
digital, with analogue versions being limited lo inexpensive, low-specification instruments
intended for use in educational establishments. Although of little use to professional users,
the features of analogue instruments are covered in this chapter because students are quite
likely to meet these when doing practical work associated with their course. As far as digital
oscilloscopes are concerned, the basic type of instrument used is known as adigital storage
oscilloscope. More recently, digital phosphor oscilloscopes have been introduced, which have a
capability of detecting and recording rapid transients in voltage signals. A third type it the
digital sampling oscilloscope, which is able to measure very high-frequency signals. A fourth
and final type is a personal computer (PC)-based oscilloscope, which is effectively an addn>n
unit to a standard PC. A Il o f these different types of oscilloscopes are discussed in Section 7.4.

7.2 Digital Meters

All types of digital meters are basically modified farms of the digital voltmeter (DVM).
irrespective of the quantity that they are designed lo measure. Digital meters designed to
measure quantities other than voltage are. in fact, digital voltmeters that contain appropriate
electrical circuits lo convert current or resistance measurement signals into voltage signals
Digital multimeters are also essentially digital voltmeters that contain several conversion
circuits, thus allowing the measurement of voltage, current, and resistance within one

instrument.

Digital meters have been developed to satisfy a need for higher measurement accuracies and #
faster speed of response lo voltage changes than can be achieved with analogue instrument'
They are technically superior lo analogue meters in almost every respect. The binary nature of
the output reading from adigital instrument can be applied readily to adisplay that is In the form
ofdiscrete numerals. Where human operators are required lo measure and record signal voltage
levels, this form of oatput makes an important contribution to measurement reliability and
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~curacy, as the problem of analogue meter parallax error is eliminated and the possibility of
gross error through misreading the meter output is reduced greatly The availability in many
instruments o f a direct output in digital form is also very useful in the rapidly expanding
range o f computer control applications. Quoted inaccuracy values are between +0.005»
(measuring d.c. voltages) and £2%. Digital meters also have very high input impedance

(KO M flcompared with -2 0 K .fi for analogue meters), which avoids the measurement system
loading problem (see Chapter 3) that occur frequently when analogue meters are used.
Additional advantage» o fdigital meters are their ability lo measure signals o f frequency up to |

MR? and the common inclusion o ffeatures such as automatic ranging, which prevents overload
and reverse polarity connection, etc.

The major partofadigital voltmeter is the circuitry that converts the analogue voluge being
measured into adigitalquantity. As the instrument only measuresd.c. quantities inits basic mode,
another necessary component within it is one that performs a.c.-d.c. conversion and thereby
gives il the capacity to measure ac. signals. After conversion. lhe voltage value is displayed by
means of indicating tubes or a set of solid-state light-emitting diodes. Four-, five-, oreven
six-figure output displays are used commonly, and although the instrument itse If may not be
inherently more accurate than some anulogue types, this form ofdisplay enables measurements lo
be recorded with much greater accuracy thanthatobtainable by reading an analogue meter scale.

Digital voltmeters differ mainly in the technique used lo affect the analogue-to-digital
conversion between the measured analogue voluge and the output digital reading. As a general

rule, the more expensive and complicated conversion methods achieve a faster conversion
mpeed Some common types of DVM are discussed here.

7.2.1 Vohege-to Time Conrenion Digitel Voltmeter

This is the simplest form of DVM and is aramp type of instrument. When an unknown voltage
signal is applied to input terminals of ihe instrument, a negative slope ramp waveform is
generated internally and compared with the input signal. When the two are equal, a pulse is
generated that opens a gate, and at a laler point in time a second pulse closes the gate wfcea
*he negative ramp voltage reaches /ero The length oftime between the gate opening and
closing is monitored hy an electronic counter, which produces adigital display according to the
«***e of the input voltage signal. Its main drawbacks are nonlinearities in the shape of die
%40, ng%viaform us?dtﬁlrgi lack of noise rejection; these problems lead lo a typical inaccuracy

1 rela ) )
I Y inexpensive, however.

72-2 Digital Voltmeter

* *ervo principle, in which the error between the unknown input voltage level and

y g jr***' voluge is applied lo a servo-driven potentiometer that adjusts the reference
A m M tlitbalances the unknown voltage. The output reading is produced by a mechanical
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dram-type digital display driven by (he potentiometer. This ii alio * relatively inexpensive form
of DVM that givet excellent performance for iu price.

7.2.3 Dual-Slop* Integration Digital Voltmeter

This is another relatively simple form of DVM that has better noiie-rejection capabilities than
many other types and gives correspondingly better measurement accuracy (inaccuracy as low
as £0.003%). Unfortunately, it is quite expensive. The unknown voltage is applied to an
integrator for afixed time. T,. following which areference voltage o fopposite sign is applied to
the integrator, which discharges down to a zero output in an interval. T2 measured by a counter.
The output-time relationship for the integrator is shown in Figure 7.1, from which the unknou n
voltage. V|. can be calculated geometrically from the triangle as

K» M /T *)- 7.2)

7.2.4 VoHagt-to-Frequcncy Conversion Digital Voltmeter

In this instrument, the unknown voltage signal is fed via a range switch and an am plifier into
aconverter circuit whose output it in the form of atrain of voltage pulses at a frequency
proportional to the magnitude of the input signal. The main advantage ofthis type of DVM s its
ability to reject ax. noise.

7.2.5 Digital Multimeter

This is an extension of the DVM. It can measure both ax. and d.C. voltages over a number of
ranges through inclusion within k of a set of switchable amplifiers and attenuators It is used
widely ia circuit test applications as an alternative to the analogue multimeter and includes
protection circuits that prevent damage if high voltages are applied to the wrong range.

figure 7.1
Oucput-timc relationship for an integrator in a dual-slop* digital voltmeter
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7.3 Analogue Meters

Despite the technical «iperionty ofdigital meters, particularly in terms oftheir greater accuracy
much higher input impedance, analogue meter; continue to be used in a significant number
of application9 Fint. «hey are often preferred as indicator! in system control panels. This it
because deviations ofcontrolled parameter» away from the normal expected range are spotted
more easily by apointer moving against a scale in an analogue meter rather than by variations m
the numeric output display ofadigital meter. A typical, commercially available analogue panel
_Lgler is shown in Figure 7.2. Analogue instruments also tend to suffer leu from noise and
bolation problems, which favor their use in some applications. In addition, because analogic
{nsirunienb are usually passive instruments that do not need a power supply, this > often very
useful in measurement applications where a suitable mam power supply is not readily available
Many examples of analogue meters alto remain in use for historical reasons.

Analogue meters are electromechanical devices that drive a pointer against a scale They are
prone to measurement error, from a number of sources that include inaccurate scale marking
daring manufacture, bearing friction, bent pointers, and ambient temperature variations
Rnther human errors are introduced through parallax error (not reading the scale from directly
above) and mistakes in interpolating between scale markings. Quoted inaccuracy values are
between +0.1 and +3%. Various types of analogue meters are used as discussed here.

7.3.1 Moving Coil Meter

A moving coil meter is a very commonly used form of analogue voltmeter because of its
«snahmty, accuracy, and linear scale, although it only responds to d.c. signals. As shown
«cblwaucally in Figure 7.3, it consists o f a rectangular coil wound round a soft iron core that is
«atpendcii mthe field of a permanent magnet The signal being measured is applied to the coil.
whK* P"duces a radial magnetic field Interaction between this induced field and the field

_ 72
«time analogue panel meter (nfiro, W by perm,wo* oftH m Control,)
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Mechanism ofa moving coil meter.

produced by the permanent magnet causes torque, which results in rotation of the coil.
The amount of rotation of the coil is measured by attaching a pointer to m that moves pam
a graduated scale. The theoretical torque produced is given by

T=BlhwN, (7.2)

where 0 is the flux density o fthe radial field. / it the current flowing in the coil. Ais the height of
the coil, w is the width of the coil, and N is the number of turns in the coil. If the iron core is
cylindrical and the air gap between the coil and pole facet ofthe permanent magnei is uniform,
then the Jlux density 8 is constant and Equation (7.2) can be rewritten as

T* KI, (7.3)
that it. torque is proportional to the coil current and the instrument scale is linear.

As the baste instrument operates at low current levels o f one miliamp or so. it is only suitable
for measuring voltages up to around 2 volts. If there it a requirement to measure higher
voltages, the measuring range of the instrument can be increased by placing aretislaixr in
series with the coil, such that only a known proportion o f the applied voltage it measured by ‘he
meter. In this situation the added resistance is known as a shunting resistor.

W hile Figure 7.3 shows the traditional moving coil instrument with a long U-shaped perm-1
magnet, many newer instruments employ much shorter magnets made from recently devf
magnetic materials such as Alnico and Alcomax. These materials produce  substantial
greater flax density, which, in addition to allowing the magnet to be smaller, has addin
advantages in allowing reductions to be made in the size ofthe coil and in increasing ine usa
range ofdeflection ofthe coil to about 120°. Some version» of ihe instrument also have eiiherl
specially shaped core or specially shaped magnet pole faces to cater for special situations*

a nonlinear scale, such at a logarithmic one. it required.
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[.3.2 *FExxx M MtUT

wel| as measuring d.c. signals, the moving iron meter can also measure a.c. signals at
Cjquencies upto 125 H/. It is the least expensive form of meter available and. consequent!).
, type of meter is also used commonly for measuring voltage signalb». The signal to be
M atured is applied to a stationary coil, and the associated field produced is often amplified
by the presence of an iron structure associaied with the fixed coil. The moving element
In the instrument consists of an iron vane suspended within lhe field of the fixed coil.
When ihe fixed coil i> excited, the iron vane turns in a direction that increases the flux
ugh it.

Thei majority of moving-iron instruments are either of the attraction type or of the
igwlsnxi lype A few instruments belong to a third combination type. The attraction
type, where the iron vane is drawn into the field of the coil as the current is increased,
is sbown schematically in Figure 7.4a. The alternative repulsion lype is sketched m
Figure 7.4b. For an excitation current. /. the torque produced thal causes the vane lo
turn is given by

I-dM
2JQ"

where Af is the mutual inductance and B is the angular deflection. Rotation is opposed by a
spring that produces a backwards torque given by

T,=xe
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At equilibrium. T = T, and B is therefore given by

The instrument thus has aiquare-Uw response where the deflection is proportional to the mquart’
ofthe signal being measured, that is. the output reading is a root-mean-squared (r.m.s.) quantity

The instrument can typically measure voltages in the range of0 to 30 volt». However, it can he
modified to measure higher voluget by placing a resistance in *enei with it. asin the case of
moving coil meters. A series resistance is particularly beneficial in a.c. signal measurement
because it compensates for the effect of coil inductance by reducing the total resistance/
inductance ratio, and hence measurement accuracy is improved. A switchaNe series resistanu
is often provided within the casing of the instrument to facilitate range extension. However
when the voltage measured exceeds about 300 volts, it becomes impractical to use a series
resistance within the case of tbe instrument because o f heat-dissipation problems, and on
external resistance is used instead.

7.3.3 Clamp-on M tUn

These are used for measuring circuit currents and voltages in a noninvasivc manner that
avoids having to break the circuit being measured The meter clamps onto a current-cam inj
conductor, and the output reading is obtained by transform er action. The principle o f operation
is illustrated in Figure 7.5. where it can be seen that the clamp-on jaws ofthe instrument act as
a transfanner core and the current-canying conductor acts as a primary winding. Current
induced ia the secondary winding is rectified and applied to a moving coil meter. Although it is

Secondary wtndng

175
Schematic drawing ofa clamp-on meter
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| ye,y convenient instrument to use. the clamp-on meter has low icnsitivity and the minimum
~ e nt measurable wusually about | amp.

7.3.4 Analogue M Jtimeter

w ~ ,,lojue mullimeler is now less common than us counterpart. Ihe digital multimeter, but 14
m "n wj<jely available It is a multifunction instrument that can measure current and resistance,
«w ell a*dx. and aC. voltage signal». Basically, the instrument consists of a moving coil
jnalogue meter with aswitchable bridge rectifier to allow it to measure a.c. signals, as (flown in
figure 7.6. A setof rotary switches allows the selection of various series and shunt resistors,
wtuch make the instrument capable of measuring both voltage and current over a number of
Mget. An internal power source is alto provided to allow it to measure resistances at well
While this instrumentis very useful for giving an indication of voltage levels, the compromises
in ii> deugn that enable it to measure so many different quantities necessarily mean that in
aeeurao is notat good as instmments that are purposely designed to measure just one quantity

over a single measuring range.

7.3.5 Manuring High-Frequency Signal* with Analogue Meter:

On* major limitation in uting analogue meters for ax. voluge measurement is that the
maximum frequency measurable directly is low— 2 kHz for the dynamometer voltmeter and
only 100 Hz in the case of the moving iron instrument. A partial solution to this limitation is tn
rectify the voltage signal and then apply it to a moving coil meter, as shown in Figure 7.7 This
extends the upper measurable frequency limit to 20 kHz. However, inclusion of the bndge
rectifiei makes the measurement system particularly sensitive to environmental temperature

Circuitry of an analogue multimeter
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Bfidfli ncWlif

Figure 7.7
Measurement o f high-frequency voltage signals.

changes, and nonlinearities significantly affect meaiurement accuracy for voltages thal are
small relative to the full-scale value.

7.3.6 Calculation ofMotor Outputs for Nonstandard Waveforms

The two examples given here provide an exercise in calculating the output reading from various
types of analogue voltmeters. These examples also serve as a useful reminder of the mode of
operation of each type of meter and the form that the output takes.

m Example 7.1

Calculate the reading that would be observed on a moving coil ammeter when it is
measuring the current in the circuit shown in Figure 7.8.

m Solution

A moving coil meter measures mean current.

=s (I"*me 15""*-) WS ([Ur],+1-* "dm)

S5 - (T-,00-1 (r!)-"80f o
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Current

Figure 7.8
Circuit for Examples 7.1 and 7.2..

m Example 7.2
(Calculate the reading that would be observed on a moving iron ammeter when k is
Measuring the current in the circuit shown in Figure 7.8.

m Solution

mmoving iron meter measures r m.s. current
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7.4 Oscilloscopes

The oscilloscope it probably ihe most verutile and useful instrument available for signal
measurement W hile oscilloscopes still exist in both analogue and digital forms, analogue
models tend to be low specification, low-cost instruments produced for educational use in
schools, colleges, and universities. Almost all oscilloscopes used for professional work now
lend to be digital models. These can be divided into digital storage oscilloscopes, digital
phosphor oscilloscopes, and digital sampling oscilloscopes.

The basic function of an oscilloscope is to draw a graph of an electrical signal. In the most
common arrangement, the y axis (vertical) of the display represents the voltage o f a measured
signal and the x axis (horizontal) represents time. Thus, the basic output display is a graph of the
variation of the magnitude of tbe measured voltage with time.

The oscilloscope is able to measure a very wide range of both ax. and d.c. voltage signals and is
used particularly as an item oftest equipment for circuit fault finding. In addition to measuring
voltage levels, it can also measure other quantities, such as ihe frequency and phase of a signal
It can also indicate the nature and magnitude of noise that may be corrupting the measurement
signal. The most expensive models can measure signals at frequencies up to 25 GHz. while the
least expensive models can only measure signals up to 10 MHz. One particularly strong merit of
the oscilloscope is its high input impedance, typically 1 MI. which means that ihe instrument
has a negligible loading effect in most measurement situations. As a test instrument, it is
often required to measure voltages whose frequency and magnitude are totally unknown.
The set of rotary switches that alter its lime base so easily, and the circuitry thal protects it
from damage when high voltages are applied lo it on the wrong range, make il ideally suited for
such applications. However, it it not a particularly accurate instrument and is best used where
only an approximate measurement it required. In the best instruments, inaccuracy can be
limited lo £1% of the reading, but inaccuracy can approach 5% in Ihe least expensive
instruments.

The most important aspects in the specification of an oscilloscope are its bandwidth, rise time,
and accuracy. Bandwidth is defined as the range of frequencies over which the oscilioscope
am plifier gain it within 3dB* ofits peak value, as illustrated in Figure 7.9. The - 3-dB point is
where the gain it 0.707 lim et its maximum value. In most oscilloscopes, the am plifier is direct
coupled, which meant thal il amplifies d.c. voltages by the tame factor at low-frequent st-
ones. For such instruments, the minimum frequency measurable if zero and thbe bandwidth can
be interpreted as the maximum frequency where the sensitivity (deflection/volt) it within 3

of the peak value. In all measurement situations, the oscilloscope chosen for use must he tud* |

Thr decibel. commonly written dB. is used to «<ipm s the ratio between two quantities. For two vok*»' If1' I '' j
and V. Ihedifference between the two level» Isexpressed in decibels as 20 log,,,(t', /). h fallow* from hel
20log,,(0.1071) —348.
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Ffun 7.9
Bandwidth

that ihe maximum frequency lo be measured is well within the bandwidth. The -3-dB
specification means that an oscilloscope with a specified inaccuracy of + 2°k and a bandwidth
of 100 MHz w ill have an inaccuracy of + 5** when measuring 30-MHz signals: this inaccuracy
will increase still further at higher frequencies. Thus, when applied to signal-amplitude
measurement, ihe oscilloscope is only usable at frequencies up to about 0.3 times its specified
faadwulth

Rise time is the transit time between 10 and 9041 levels of the response when a step input is
applied lo the oscilloscope. Oscilloscopes are normally designed such that

bandwidth x rise time = 0.35.
Thus. fw a bandwidth of 100 MHz. rise time = 0.3V100.000.000 = 3.3 ns.

AMoacilloscopev are relatively complicated instruments constructed from a number of
‘ubsystems. and it is necessary lo consider each of these in turn in order to understand how the
u>mplete instrument functions. To achieve this, it is useful to start with an explanation of an
oacilloscope. as this was the original form in which oscilloscopes were made and
mmV ofthe terms used to describe the function of oscilloscopes emanate from analogue forms

TAtL OwulLLl onope (Cathode Asy OsciOouope)

AVij*eacilloacopes were originally called cathode rav imilloscitics because a fundanenal
w'Wn 'hem is a cathode ray lube In recent lime*, digital oscilloscopes have ahnmi

replaced analogue versions in professional use However, some very inexpensive
** analogue oscilloscopes Mill exist that find educational use* in schixils, colleges, and
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universities. The low com of basic analogue models is their only merit, as their inclusion of a
cathode ray tube makes them very fragile, and the technical perfoimance ofdigital equivalents
is greatly superior.

The cathode ray tube within an analogue oscilloscope is shown schematically in Figure 7.10.
The cathode consists of a barium and strontium oxide-coaled, thin, heated filament from
which astream of electrons is emitted. The stream of electrons is focused onto a well-defined
spot on a fluorescent screen by an electrostatic focusing system that consists of a series of metal
discs and cylinders charged at various potentials. Adjustment of this focusing mechanism is
provided by afocus control on the front panel of an oscilloscope. An intensity control varies the
cathode heater current and therefore the rate of emission of electrons, and thus adjusts the
intensity of the display on the screen. These and other typical controls are shown in the
ilustration of the front panel of a simple oscilloscope given in Figure 7.11. It should be noted
that the layout shown is only one example. Every model o f oscilloscope has adifferent layout of
control knobs, but the functions provided remain similar irrespective of the layout of the
controls with respect to each other.

Application of potentials to two sets of deflector plates mounted at right angles to one another
within the tube provide for deflection of the stream of electrons, such that the spot where the
electrons arc focused on the screen is moved. The two sets of deflector plates are normally knemn
as horizontal and vertical deflection plates, according to the respective motion caused to the spot
on the screen. The magnitude of any signal applied to the deflector plates can be calculated by
measuring the deflection of the spot against a cross-wires graticule etched on the screen.

Channel

One channel describes the basic subsystem of an electron source, focusing system, and
deflector plates. This subsystem is often duplicated one or mote times within the cathode ray |
tube to provide a capability of displaying two or more signals at the same time on the ucreen.

Cathode ray cube.
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Control* of* simple oscilloscope.

The common oscilloscope configuration with two channels can therefore display two separate
4 MK simultaneously

input

TblHype ol input only has one input terminal plus a ground terminal per oscilloscope channel
consequently, only allows signal voltages to be measured relative to ground. It is normally
Med m simple oscilloscopes.

input

‘Neype irf input is provided on more expensive oscilloscope*. Two input terminal*
"mri«IL*rOUn'1 ,erminal *rc provided for each channel, which allow* the potenlial* al iw
points in a circuit to he compared. This type of input can also he uied in

,17*  Clu*ed rnode to measure a signal relative to ground by using just one of the input
***me* Plus ground
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Time bate circuit

The purpose of alime base is to apply a voltage lo the horizontal deflector plates such that the
horizontal position of ihe spot it proportional to time. This voltage, in the form of a ramp
known as a sweep waveform, must be applied repetitively, such that the motion of the spot
across the screen appears as a straight line when a d.c. level is applied to the input channel
Furthermore, this time base voltage must be synchronized with the input signal in the general
case of atime-varying signal, such that a steady picture is obtained on the oscilloscope screen.
The length of lime taken for the spot to traverse the screen is controlled by a Yte/dIlv switch,
which sets ihe length of ime taken by tbe spot to travel between two marked divisions on the
screen, thereby allowing signals at a wide range of frequencies to be measured.

Each cycle ofthe sweep waveform is initiated by a pulse from apulse generator. The input lo the
pulse generator is a sinusoidal signal known as atriggering signal, with a pulse being generated
every lime the triggering signal crosses a preselected slope and voltage level condition. This
condition is defined by trigger level and trigger slope switches. The former selects the voltage
level on the trigger signal, commonly zero, at which a pulse is generated, while the latter selects
whether pulsing occurs on a positive or negative going part of the triggering waveform.

Synchronization o fthe sweepwaveform with tbe measured signal is achieved moateasily by deriving
the trigger signal from the measured signal a procedure known asinternaltriggering. Alternatively.
externaltriggering canbe applied if the frequencies o fthe triggering signal and measured signals are
related by aninteger constant such that the display is stationary. External triggering is necessary shen
the amplitude of the measured signal is loo small to drive Ihe pulse generator, il is also used in
applications where there is a requirement to measure tbe phase difference between two sinusoidal
signals ofthe same frequency. It is very convenient to use 50-Hz line voltage forexternal triggering
when measuring signals at mains frequency; ihis is often given the name line triggering.

Vertical sensitivity control

This consists of a series of attenuators and preamplifiers al the input to the oscilloscope
These condition the measured signal lo the optimum magnitude for inpul to the main ampldief
and vertical deflection plates, thus enabling the instrument to measure a very wide range of |
different signal magnitudes. Selection of the appropriate input amplifier/attenuator is made 1
by setting a voltsldiv control associated with each oscilloscope channel. This defines the
magnitude of the inpat signal that w ill cause a deflection of one division on the screen

Display portion control

This allows the position al which a signal ii displayed on the screen lo be controlled in i
two ways. The horizontal position is adjusted by a horizontalposition knob on the o aeillo **®
front panel, and similarly a verticalposition knob controls the vertical position. The* tin,re4
adjust the position ofthe dispby by biasing the measured signal with d.c. voltage level*- |
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7.4.2 Diptd Stomp O ki*otcoptt

Digital storage oscilloscopes are the mosl basic form of digital oscilloscopes but even these
usually 1*** |he abl,ll>'lo perform extensive waveform processing and provide permaveni
storage of measured signals. When first created, a digital storage oscilloscope consisted of a
conventional analogue cathode ray oscilloscope with the added facility that Ihe measured
dialogue signal could be converted lo digital formal and stored in computer memory withm the
instnimer* These stored data could then be reconverted to analogue form at the frequency
necessary to refresh the analogue display on the screen, producing a nonfading display of the
signal on the screen.

While examples of such early digital oscilloscopes might still be found in some workplaces,
modem digital storage oscilloscopes no longer use cathode ray lubes and are entirely digital in
Construction and operation The front panel of any digital oscilloscope has a similar basic
layout to that shown for an analogue oscilloscope in Figure 7.11, except that ihe controls fas
“focusing" and “intensity" are aot needed in a digital instrument The block diagram in
figure 7.12 shows typical components used in the digital storage oscilloscope. A typical
commercial instrument was also shown earlier in Figure S.I. The first component (as in an
Maloguc oscilloscope) is an amplifier/attenuator unit that allows adjustment o f the magnitude
of the input voltage signal to an appropriate level. This is followed by an analogue-to-digrtai
converter llial samples the input signal al discrete points in time. The sampled signal valises aae
stored in the acquisition memory componenl before passing into amicroprocessor. This carries
out signal processing functions, manages (he front panel control settings, and prepares the
output display. Following this, ihe output signal is stored in adisplay memory module hefote
beiag output to the display itself. This consists of cither a monochrome or a multicolor 14aid
crystal display (tee Chapter 8). The signal displayed is actually a sequence of individual dots
rather thaa a continuous line as displayed by an analogue oscilloscope. However, as the density
ofdots increases, ihe display becomes closer and closer to a continuous line. The density of the

712
Components ofa digital storage oscilloscope
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dots is entirely dependent on the sampling rate at which the analogue signal is digitized and
the rale al which lhe memory contents are read to reconstruct lhe original signal. As lke
speed of sampling and signal processing it a function of instrument cost, more expensive
instruments give better performance in terms of dot density and the accuracy with which the
analogue signal it recorded and represented. Nevertheless, the cost of computing power is
now sufficiently low to mean thatall but ihe least expensive instruments now have adisplay that
looks very much like a continuous trace.

In addition lo their ability to display the magnitude of voltage signals and other parameters,
such as signal phase and frequency, most digital oscilloscopes can also carry out analysis o f the
measured waveform and compute signal parameters such at maximum and minimum signal
levels, peak-peak valves, mean values, r.m.t. values, rise lime, and fall tme. These addition.il
functions are controlled by extra knobs and push buttons on the front panel. They are also
ideally suited lo capturing transient signals when set to single-sweep mode. T hit avoids the
problem of the very careful synchronization that it necessary to capture such signals on an
analogue oscilloscope. In addition, digital oscilloscopes often have facilities lo output analogue
signals to devices such as chart recorders and output digital tignals in a form compatible with
standard interfaces such as IEEE488 and RS232.

The principal limitation of a digital storage oscilloscope is that the only signal information
captured is the status ofthe signal at each sampling instant. Thereatfter, no new signal information
is captured during the time that the previous sample is being processed. This means thal any signal
changes occurring between sampling instants, such as fast transients, are not delected This
problem is overcame in the digital phosphor oscilloscope.

7.4.3 D iptal phosphor Oscilloscope

This newer type of oscilloscope, first introduced in 1998. uses a parallel-processing atchitectuM
instead o fthe serial-processing architecture found in dig iu | storage oicilloscopes. The comp»"
ofthe instrument are shown schematically in Figure 7.13. The amplifier/attenuator and analo gifl
to-digital convenerarethe same asin adigilal storage oscilloscope. However, the signal proc'-"'¥
mechanism is substantially different. Output from the analogue-to-digital converter passi in»
adigital phosphor memory unit, which it. in fact, entirely electronic and not composed of |
chemical phosphor asits name might imply. Thereafter, data follow two parallel paths | '* * |
microprocessor procetses data acquired al each sampling instant according to the selling4'" 'T
control panel and tends the processed signal to the instrumentdttplay unit. In addition to 1
snapshot of the Input signal is tent directly to the display unit at a rate of 30 images per

This enhanced processing capability enables the instrument to have ahigherwaveform cg

rale and to detect very fast signal transients misted by digital storage oscilloscopes
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Mksapramsor
Fijur* 7.13

Components ofi digital phosphor oscilloscope.

7.4.4 Digital Sampling Oscilloscope

Th> digital sampling oscilloscope has a bandwidth of up to 25 GHz. which is about 10 time»
better than that achieved by other type* of oscilloscopes. This increased bandwidth is achieved
by reversing the positions of the analogue-to-digital convener and the am plifier, as shown in the
block diagram in Figare 7.14. This reversal means thal the sampled signal applied lo the
amplifier has a much lower frequency than the original signal, allowing use ofalow bandwidth
amplifier However, the fact thal the input signal is applied directly to the analogue-to4kgiiai
converter without any scaling means thal the instrument can only he used to measure signals
whose peak magnitude is within a relatively small range of typically | volt peak-peak. In
contrast, both digital storage and digital phosphor oscilloscopes can typically deal with inputs
up to 500 volt*
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7.4.5 Pertomri Computer-Based Oscilloscope

A PC-baicd oscilloscope consists of a hardware unit that connects to a standard PC via
either a (JSB or a parallel port. The hardware unit provides signal scaling, analogue-to
digital conversion, and bufTer memory functions fouad in a conventional oscilloscope. More
expensive PC-based oscilloscopes also provide some high-speed digital signal processing
functions within the hardware unit. The host PC itself provides the control interface and
display facilities. y

The primary advantage of a PC-based oscilloscope over other types is one of cost; the cost
saving is achieved because use of the PC obviates the need for adisplay unit and front
control panel found in other forms of oscilloscopes. The larger six of a PC display compare,l
with a conventional oscilloscope often makes the output display easier to read. A further
advantage is one of portability, as a laptop plus add-on hardware unit is usually smaller and
lighter than a conventional oscilloscope. PC-based oscilloscopes also facilitate the transfer of
output data into standard PC software such as spreadsheets and word processors.

Although PC-based oscilloscopes have a number o f advantages over convemtional oscilloscope5.
they also have disadvantages. Foil, electromagnetic noise originating in PC circuits requires
the hardware unit to be well shielded in order to avoid corruption of the measured signal
Second, signal sampling rates can be limited by the mode of connection of tie hardware unit
into the PC.

7.5 Summary

This chapter looked at the various ways of measuring electrical signals that form the output
of most types o f measuring instruments. We noted that these signals were usually in the form
of varying voltages, although a few instruments have an output where either the phase or
the frequency of an electrical signal changes. We observed that varying voltages could he
measured either by electrical meters or by one of several forms of oscilloscopes. We also
learned thal the latter are also able to interpret frequency and phase changes in signals.

Our discussion started with electrical meters, which we found now mainly existed in digital
form, but we noted that analogue forms also exist, which are mainly used as meters in control!
panels. We looked first of all at the various forms of digital meters and followed this * Lh *
presentation on the types of analogue meters still in «k.

Our discussion on oscilloscopes also revealed that both analogue and digital forms exbl- 4
we observed thal analogue instruments are now predominantly limited to less expen*i'c |
versions used in education markets. However, because the students at which this book
aimed are quite likely to meet analogue oscilloscopes for practical work during their ¢'>u”H
we started o ff by looking at the features of such instruments. We then went on to look at
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tour alternative fornu  d'*iu | ®*ciU«»cope that form the batik for almost all oscilloscopes
A e) professionally We learned that the bavic form it known at adigital storage oscilloscope

that even thi« it tuperior in most retpecti to an analogue oscilloscope. Where better
performance it needed, particularly if the observed signal has fast transients, we saw that a

type known at adigital phosphor oscilloscope it used. A third kind, known at adigitri
sampling oscilloscope, is designed especially for measuring very high-frequency signals.
Ewever. *e noled ibal this could also measure voluge signals that were up to | volt peak
Hvpeak in magnitude Finally, we looked al the merits of PC-based oscilloscopes In addition
«0 offering oscilloscope facilities at alower cost than other forms of oscilloscopes, we learned
that these had teveral other advantages but alto tame disadvantages.

7.6 Problem*

7.1. Summarize the advantages of digital meters over their analogue counterparts.
7.2. Explain the four main alternative mechanisms used for affecting analogue to digital
conversion in adigital voltmeter.
7.3. What sort of applications are analogue meters still commonly found in?
7.4. Explain ihe mode of operation of a moving coil meter.
7.5. Explain the mode of operation of a moving iron meter.
7.6. How does an oscilloscope work?
7.7. What are lhe main differences between analogue and digital oscilloscopes?
7.8. Explain the following terms: (a) bandwidth and (b) rise time. In designing
| oscilloscopes, what relationship is sort between bandwidth and rise time?
7.9. Explain lhe following terms in relation lo an oscilloscope: (a) channel, (b) single-
ended input, (c) differential input, (d) time base.(e) vertical sensitivity, and (f) display
| position control.
7.10. Sketch ablock diagram showing ihe main components in adigital storage oscilloscope
and explain the mode of operation of the instrument.
7.11. Draw ablock diagram showing the main components in adigital phosphor oscilloscope.
What advantages does a digital phosphor oscilloscope have over a digital storage one’
4 |UtKtrate the main components in adigital sampling oscilloscope by sketching a Mock
diagram of them. What performance advantages does a digital sampling oscilloscope
B ., * ve over adigiul storage one?
1 What it a PC-based oscilloscope? Discuss in advantages and disadvantages compared
714 o’iUotrepe-
i What are the main differences among adigital storage oscilloscope, adigital phosphor
jotcilloscope. and a digital sampling oscilloscope? How do these differences affect
performance and typical u&age?
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Introduction

10*** h°°k haVC hCCne" ertla,|>f°ncen>ed wiA describing ways of producu”
error'frct dala al "** outpu» of » measurement «yMem Having gotten lhal data.

This™ *n ,1,0 n isho» to presentit in a form where it cm be readily used and analyzed
VOUpief therefore starts by covering the techniques available to either display measurement
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data lor current uae or record it for future uae. Following thu. standards of good practice for
presenting data in either graphical or tabular form are covered, using either paper or a computer
monitor screen n the display medium. This leads to a discussion of mathematical regression
technique* for fitting best lines through data points on a graph. Confidence tests to assess the
correctness o f the line fitted are also described. Finally, correlation tests are described thal
determine the degree of association between two sets of data when both are subject to random
fluctuations.

\%

8.2 Display of Measurement Signals

Measurement signals in the form of a varying electrical voltage can be displayed either by an
oscilloscope or by any of the electrical meters described earlier in Chapter 7. However, if
signals are converted KOdigital form, other display options apart from meters become possible,
such as electronic output displays or use of a computer monitor.

8.2.1 Electronic Output Displays

Electronic displays enable a parameter value to be read immediately, thus allowing for any
necessary response to be made immediately. The main requirement for displays is thal they
should be clear and unambiguous. Two common types of character formats used in displays. |
seven-segment and 7 x 3 dot matrix, are shown in Figure 8.1. Both types ofdisplays have the
advantage of being able to display alphabetic as well as numeric information, although the
seven-segment formal can only display a limited 9-letter subset of the full 26-letter alphabet |
This allows added meaning to be given to the number displayed by including a word or letter 11
code. It also allows asingle display unit to send information about several parameter values. |
cycling through each in turn and including alphabetic information to indicate the nature of the 1
variable currently displayed.

Electronic output units usually consist of a number of side-by-side cells, where each cell
displays one character. Generally, these accept either serial or parallel digital input signals. <d

n EEEERN
u EEEE[]
aaaam
I
@ +
Figure S-1

Character formats used in electronic displays: (a) seven segment and (b) 7 x 5 dot maol*



av,g format can be either binary-coded decimal or ACSII. Technologies used for ihe
Jpdiv idual elements ia the display are either light-emitting diodes or liquid-crystal elements

$.2.2 M **itor DUpUys

mlow thal computers are pan of the furniture in most homes, the ability of computer» to display
y"mauon to widely understood and appreciated Computers are now hoth inexpensive and
T L yreliable and provide an excellent mechanism for both displaying and storing inform al**
Atwell »* alphanumeric displays of industrial plant variable anti sutus data, for which the [Han
operator can vary the size of font used to display the information it will, it ii also relatively
«My to diiptay other information, such as plant layout diagrams and process flow layout» This
allows notonly the value of parameters thal go outside control lim its to be displayed, but also the*
location on a «chematic map of the plant. Graphical display» of the behavior of a measured
vwablc arc also possible. However, this poses difficulty when there ma requirement to display
the vanablel behavior over a long period of time, as the length of the time axis is constrained
by the sue of the monitor's screen. To overcome this, the display resolution has to decrease
ws the time period of the display increates.

Tow h screens have the ability to display the same son of information as a conventional
computer monitor, but also provide acommand-input facility in which the operator simply ha»
to touch the screen at points where images of keys or boxes are displayed. A full “qwerty"
keyboard is often provided as pari of the display. The sensing elements behind the screen are
protected by glass and continue to function even if the glass gets scratched. Touch screens are
usually totally sealed, thus providing intrinsically safe operation in hazardous environment»

8.3 Recording of Measurement Data

As well at displaying the current values of measured parameters, (here is often a need to mate
continuous recordings of measurements for laier analysis. Such records are particularly useful
|MM11faults develop in system», as analysis of the changes in measured parameters in the im r
'« orc the fault U discovered can often quickly indicate the reason for the fault Opiums
WtWdmg data include chan recorder», digital oscilloscopes, digital data recorders, and
devices such as inkjel and laser printers The various types of recorders used arc

831 Chbilbcot

IT S '" fcm pa,lkular advantages in providing anon-comiptible record that has thr

*e¥ke*> rettd* > Thu means lhat all bul paperless form» of chan recorders
set for many industries that require variables to be monitored and recorded

*ith hard-copy output 1SO 4<XX) quality assurance procedures and I1SO
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environmental protection systems set similar requirement», and special regulations in the
defense industry go even further by requiring hard-copy output lobe kept for 10 years. Hence,
while many people have been predicting the demise of chan recorders, the reality of the
situation ii that they are likely to be needed in many industries for many years lo come.

Originally, all chan recorders were electromechanical in operation and worked on the same
principle as a galvanometric moving coil meter (see analogue meters in Chapter 7) except that
the moving coil lo which the measured signal was applied carried apen. asritown in Figure 8.2.
rather than carrying apointer moving against a scale as it would do in ameter The pen drew an
ink trace on a strip of ruled chan paper that was moved past the pen at constant speed by an
electrical motor. The resultant trace on chan paper showed variations with time in the magnitmk
o fthe measured signal. Even early recorders commonly had two or more pens o f different colors
so that several measured parameters could be recorded simultaneously.

The first improvement to this basic recording arrangement was to replace the galvanometric
mechanism with a servo system, as shown in Figure 8.3, in which the pen it driven by a
servomotor, and a sensor on the pen feeds back a signal proportional to pen position In this
form, the instrument is known at a poienliometric recorder. The servo system reduces the
typical inaccuracy of the recorded signal to £0.1%, compared to +2% in a galvanometer*
mechanism recorder. Typically, the measurement resolution it around 0.2% of the full-scale
reading. Originally, the servo motor was a standard d.c. motor, but brusMess servo motors
are now invariably used to avoid the commutator problems that occur with dc. motors.

The position signal is measured by a potentiometer in less expemive models, but more
expensive models achieve better performance and reliability using a noncontacting ultrasonic
sensor to provide feedback on pen position. The difference between the pen position and

Rotating
oat

Npr» 12
Onginal form ofgakanomecric chart recorder.
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F*ure 8.3

Servo system o f< pocewiometnc chart recorder.

th« Measured Signal ii applied as an error signal that drives the motor One consequence oftins
electromechanical balancing mechanism it that the instrument has a flow response time, ia

the rwgc 0f0.2-2.0 seconds, which means that electromechanical potentiometric rccorden
are only suitable for measuring d.c. and slowly time-varying signals.

All cwrew potentiometric chart recorders contain a microprocessor controller, where the
functions vary according to the particular chart recorder. Common functions are selection
of range and chart speed, along with specification of alarm modes and levels lo detect
whea Measured variables go outside acceptable limits. Basic recorders can record up to
three different signals using three different colored pens. However, multipoint recorders
can have 24 or more inputs and plot six or more different colored traces simultaneous!).
As «a rftemative to pens, which can run out of ink at inconvenient times, recorders
using a heated stylus recording signals on heat-sensitive paper are available. Another
variation is the circular chan recorder, in which the chan paper is circular in shape and
1» rotated rather than moving translationally. Finally, paperless forms of recorder exist

where the output display is generated entirely electronically. These various forms arc
discussed in more detail later.

pm imp ken recorder

-J * «rip char, recorder refers to the basic form of the electromechanical potentlometru
nifniKirvvl *arlU« b im -1 -3 - L3 L L e
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Figure 8.4
Honeywell OPR 100 Itnp chart recorder (nfroduced by permiwon o fHoneywell International 1k)

can be adjusted to move the chan paper at different speeds. The fastest speed is typically
6000 mm/hour and the slowest is typically | nun/hour.

As well as recording signals as a continuous trace, many models also allow for the printing ofJ
alphanumeric data on the chart to record date, time, and other process information. Some
models also have a digital numeric display to provide information on the current values of
recorded variables.

M ultipoint itrip chart recorder

A multipoint strip chart recorder is a modification of the pen strip chart recorder that

dot matrix print head striking against an ink ribbon instead o fpens. A typical model might a IM
up to 24 different signal inputs to be recorded simultaneously using a six-color ink n'
Certain models of such recorders also have the same enhancements as pen strip chart recc

in terms of printing alphanumeric information on the chart and providing adigital nui
output display.

Heated Uyiut chort recorder

A heated-stylus chart recorder is another variant that record* the input signal by appl
a heated stylus lo heat-sensitive chart paper. The main purpose of this alternative Prl
mechanism is to avoid the problem experienced in other forms of paper-based chart re
of pen cartridges or printer ribbons running out of ink at inconvenient times.
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4 circular chart recorder consists of i servo-driven pen asiembly that records the measured
Jignal on a rotating circular paper chan, as shown in Figure 8.?. The rotational speed of (he
chart can be typically adjusted between one revolution in | hour to one revolution in 31 day».
Recorded Charts are replaced and stored after each revolution, which means replacement
Interval' that vary between hourly and monthly according to the chart speed. The major
advantage <rfacircular chart recorder over other forms is compactness Some models have 141 to
four different colored pen assemblies, allowing up to four different parameters to be recorded
«fenultaneoush

ptptriesi chart recordiar

N paperless chart recorder, sometimes alternatively called avirtual chartrn order or adigital
chartrecorder, displays the time history of measured signals electronically using acolor-matru
liquid crystal display. This avoids the chore of periodically replacing chart paper and ink
cMidgcs associated with other forms of chart recorders. Reliability is also enhanced compared
»itH electromechanical recorders. As well is displaying the most recent time history of
nwured signals on its screen, the instrument also stores a much larger past history. This stored
datacan be recalled in batches and redisplayed on the screen as required The only downside
compared with other forms of chart recorders is this limitation ofonly displaying one screen lull
of Mormation at atime. Of course, conventional recorders allow the whole past history of
signals lobe viewed al the same time on hard-copy, paper recordings Otherwise, specifications
»fe very similar to other forms of chart recorder., with vertical motion of the screen display

Fjgura S.S
Circular chan recorder.
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varying between | and 6000 ram/hour, typical inaccuracy leu thin +0.1%. and capability of
recording multiple signals simultaneously in different colon.

VideoraphK rtcordtr

A videographic recorder provides exactly the same facilities as a paperless chan recorder but
has additional display modes, such as bar graphs (histograms) and digital numbers. Howevet.
it should be noted that the distinction is becoming blurred between the various forms of
paperless recorders described earlier and videographic recorders as manufacturers enhance
the facilities of their instruments. For historical reasons, many manufacturers retain the
names that they have traditionally used for their recording instruments but there it now much
overlap between their retpective capabilities as the functions provided are extended.

8.3.2 Ink-Jetend Laser Printers

Standard computer output devices in the form of ink-jet and later primers are now widely used
as an alternative means of storing measurement system output in paper form. Because a
computer it a routine pan of many data acquisition and procetsing operations, it often makes
sense to output data in a suitable form to a computer printer rather than a chan recorder.
This saves the cod ofa separate recorder and is facilitated by the ready availability of toftware
that can output measurement data in a graphical format.

8.3.3 Other Recording Instruments

Many of the devices mentioned in Chapters 5and 7 have facilitiet for storing measurement data
digitally. These include data logging acquisition devices and digital ttorage oscilloscopes
These data can then be converted into hard-copy form as required by transferring it to either a
chan recorder or a computer and printer.

8.3.4 Diptal Data Recorders

Digital data recorders, also known at data loggers, have already been introduced in i
Chapter 5 in the context of data acquitition. They provide a further alternative way of
recording measurement data in adigital format. Data to recorded can then he transferred ft
a future time to acomputer for further analytit, to any of the forms of measurement disp 4 j
devices discussed in Section 8.2. or to one of the hard-copy output devices described
Section 8.3.

Features contained within adata recorder/data logger obviously vary according lo the pi»1"- 4
manufacturer/model wider discussion. However, motl recorders have facilities lo twindIr*B
measurements in the form of both analogue anddigital tignalt. Common analogue npu>
allowed include dx. voltages. <Lc. currents, a.c. voltages, and tuc. currents. Digital inP*t*
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w,.Ny be either in the form of data from digital measuring instmments or discrete dau
representing event» sach as switch closures or relay operations Some models also provide
>||Inn facilities to alert operator» to abnormal conditions during data recording operations.

Many data recorders provide special input facilities optimized for particular kinds of
jpyfem cnt sensors, such as accelerometers, thermocouples, thermistors, resistance
(hormometers. strain gauges (including strain gauge bridges), linear variable differential
transformer», and rotational differential transformers. Some instruments also have special
facilities for dealing with inputs from less common devices such as encoders, counters, timers,
tachometers, and clocks. A few recorders also incorporate integral sensors when they are
designed to measure t particular type of physical variable.

The quality of dau recorded by a digital recorder is a function of the cost of the instmmenL
paying more usually means getting more memory to provide u greater data storage capacity,
greater resolution in the analogue-to-digital convener to give better recording accuracy,

and faster data processing to allow greater data sampling frequency.

8.4 Presentation of Data

The two formats available for presenting data on paper are tabular and graphical, and the

relative; merits of these are compared later. In some circumstances, it is clearly best lo use only
one or the other of these two alternatives alone. However, in many data collection exercises,
pan of the measurements and calculations are expressed in tabular form and pan graphically,
making best use of the merits of each technique. Very similar arguments apply to the relative

menu of graphical and tabular presentations if a computer screen is used for presentatioa
instead of paper.

8 f Tabular Data Presentation

* ‘4" empresentation allows data value» to be recorded in a precise way that exactly maintains
" seceraiA to Which the data values were measured In other words, the data values are
c«emtow n exx-tl) asmeasured In addition to recording raw data values as measured, tables
***kot "tain further values calculated from raw data An example of a tabular data
JJJJIUJ on it given in Table S I. This records results of an experiment to determine the sttain

bar of material subjected to a range of stresses Data were obtained > applying a
force» to (he end of the her Hid iisina an « (M U TUHT In TMKUN* th* chunor in

Imhc 8.1. The final row. which is of crucial importance in any tabular
>«* the estimate of possible error in each calculated result.
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Table 8.1 Table ofMeasured Applied Force» and Exwmraonmcar Heading»
and Calculations o f Streea and Strain

Ferre Applied (KN) Reeding (MoTHeii.) Soeee (N/m*) Strain
0 0 0 0
4.0 155 19.8 x 10"
4 Si Ji1.0 286 x 10 '
< 7.4 46.5 36.6 x 10™
8 9.0 64.0 444 x 10 1
10 10.6 77.5 52.4 x 10 *
12 12.2 93.0 60.2 X 10 *
14 13.7 108 5 67.6 x 10"
Possible error in
measurements (It) +0.2 +0 2 *1.5 +10

A table of measurements and calculations should conform lo several rules at illustrated in

Table

*

*

8.4.2

8.1

The table should have atitle that explains what data are being presented within the table.
Each column of figure* in the table should refer lo the measurements or calculations
associated with one quantity only.

Each column of figures should be headed by a title that identifies the data values
contained in die column.

Urals in which quantities in each column are measured should be staled at the top of
column.

All headings and columns should be separated by bold horizontal (and sometimes J
vertical) lines.

Emm associated with each data value quoted in the table should be given. The fofl»
shown in Table 81 is a tuitable way lo do thit when the error level is the same far
all data values in aparticular column. However, if error levels vary, then it isprefen”J
lo write ihe error boundaries alongside each entry in the table.

Graphical Presentation o f Data

Presentation of data in graphical form involves some compromise in ihe acctrac) to w
data are recorded, as the exact values of measurements are lost. However, graphical presei
has important advantages over tabular presentation

« Graphs provide apictorial representation of retukt that it comprehended more readily
atel of tabular resullt.

» Graph* are pwlicalarly useful for expretsing lhe quantitative significance of re'uW »
and showing whetfier alinear relationship e xiot between two variables. Hip1
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figur» 8.6
S«mple graphic*! presentation ofdau: graph ofitrttt against train.

graph drawn from the stress and strain values given in table 8.1. Construction of the
graph involves first of all marking the points corresponding to the stress and strain values.
The next step ii to draw some line through these data points that best represents the
«lationship between the two variables. This line will normally he either astraight one cr a
mnooth curve. Data points will not usually lie exactly on this line but instead will lie
«either side of It. The magnitude of the excursions ot the data points from the line drawn
will depend on the magnitude of the random measurement errors associated with tUila.
Gwphs can sometimes show up on a data point that is clearly outside the straight line or
®*ve that seems to fit the rest of the data points. Such a data point is probably due either
Jb*human mistake in reading an instrument or to a momentary malfunction in the
mejaunng instrument itself Il the graph shows such aduta point where a human mistakeot
mhument malfuncti.it) ,Ssuspected, ihe pmper course of tulion is in repeat shat partkubi

nt furemcnl anJ ,hen discard the original data point if the mistake or malfunction is
Mefirmed

** RoP* “presentation of data in graphical form has to conform to certain i

*hou)d have atitle or caption that explain» what dau are being presented la

ofthe graph should be labeled to express clearly what variable isavsociated with
»nd to define the units in which the variables are expressed.
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*  The numbei of points marled along each axis should be kept reasonably small—about live
divisions is often a suitable number.

*  No attempt should be made to draw the graph outside the boundaries corresponding to the
maximum and minimum dau values measured, that is. in Figure 8.6. the graph stops at a
point corresponding to the highest measured stress value of 108.5.

fitting curves to date points on a graph

The procedure ofdrawing a straight line or smooth curve as appropriate that passes close to all
dau points on | graph, rather than joining data points by ajagged line thal passes through
each data point, is justified on account of the random errors known to affect measurements.
Any line between data points is mathematically acceptable as a graphical representation of
data if the maximum deviation of any dau point from the line is within the boundaries of the
identified level of passible measurement errors. However, within the range of possible lines
that could be drawn, only one w ill be the optimum one. This optimum line is where the sum of
negative erron in data points on one side of the line is balanced by the sum of positive errors
in data points on the other side of the line. The nature of data points is often such that a
perfectly acceptable approximation to the optimum can be obtained by drawing aline through
the data points by eye. In other case*, however, it ii necessary to fit a line mathematically,]
using regression techniques.

Regression techniques

Regression techniques consist of finding amathematical relationship between measurements of
two variables, y and . such that the value of variable y caa be predicted from aTea*uren*/i
of the other variable, x. However, regression techniques should not be regarded as * magic
formula thal can fit « good relationship to measurement data in all circumstance, a- the
characteristics of data must satisfy certain conditions. In determining the suitability of j
measurement data for the application of regression techniques, it is recommended practice 5
to draw an approximate graph of the measured data points, as this is often the best ine«n* of
detecting aspects of data that make it unsuiuble for regression aaalysis. Drawing agraph 'f data
wi ill indicate, for example, whether any dau points appear to be erroneous. This may

human mistakes or instrument malfunction! have affected the erroneous dau point'. and
assumed that any such data points will be checked for correctness.

Regression techniques cannot be applied successfully if the deviation of any pa*l
data point from the line to be fitted it greater than the maximum possible error cal

for the measured variable (i.e., the predicted sum of all systematic and random

The nature of some measurement dau sets is such that this criterion cannot be *

and any attempt to apply regression techniques is doomed to failure. In that event.

valid course of action is to express the measurements in tabular form. This c» « "N 7
used as an x -y look-up table, from which values of the variable y correspi>nd|l,e »
particular values of i can be read off. In many cases, this problem of large error* m
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L poinu only becomes apparent during the process of attempting to fil a relationship

by regression.

A further check th« must be made before attempting to fit a line or curve lo measurement
two variables. | andy, is to examine data and look for any evidence thal both variables are
to random errors. 11 it aclear condition for the validity of regression techniques that only
M of the measured variables is subject to random error., with no error in the other variable. If
.,ndom errors do exist in both measured variables, regression techniques cannot be applied
. recourse must be made instead to correlation analysis (covered later in this chapter).
L ., examplesat! situation where both variables in a measurement data set are sabject to
niiclom errors are measurements of human height and weight, and no attempt should be made
io fit a relationship between them by regression.

Ha' mg determined that the technique it valid, the regrestion procedure is simplest if a
straight-line relationship exists between lhe variables, which allows arelationship of the form
Y =a + bxlo beestimated by linear leasi-squares regression. Unfortunately, in many cases,
i straight-line relationship between points does not exist, which is shown readily by plotting
raw data points on agraph. However, knowledge of physical laws governing data can
often nggest a suitable alternative form of relationship between the two sets of variable
measurement*, mch as a quadratic relationship or a higher order polynomial relationship
Also, la tome cate*, the measured variables can he transformed into a form where a linear
relationship exist». For example, suppose thal two variables, y and x. arc related according
xay = a /. A linear relationship from this csn be denved, using a logarithmic translonnauoa.
as log(y) « log(e) + rlog(jr).

Thut, if agraph it constructed of log!v) plotted againsi logUr). the parameters of a straight line
relationship can be estimated by linear least-squares regression.

All quadratic and higher order relationships relating one vuriable. y. to anoiher striable. » can
be represented by a power series of tie form:

Yy =<o+ aix + aixl+ eee+fly,
*be parameters a,,  a, it vers difficult if /> has a large value Fonunately. a
1-Z S Z r /only *** * ytall vaiur can * * ,it,c(i >m,ui j *u * ts Yuxira'c *,s|
A.—bJ1 Y ? *00™ Used loeslli»ale paiamelets where/>h.is a value nl ts»... lot |.ucet .allies, a
batt-squares regressmn it used for parameter estimation.

whcie the Mtofnn t ) . ) ) . o
not ,OITn °f relationship between variables in measurement daia seis is

from v'sual inspection or from consideration of physical Itws. a ineih.xi
trial and error one has lo be applied This consists of estimating the
Mude, >.fn-1,CCt ***VVCly higher order reltlionship- between 1 and 1 unlil .nurse is lound itui

oncg ’.T.?.dtl * cI )w y What level of closeness is ai.ccpcahle is considered laier in ihe



Untar foast-squnrm re%reuion

If « linear relationship betweeny and x exists for a set of n measurements. y,.. .y, ,*,.. ,x,%
then this relationship can be expressed asy = a + bx. where coefficients a and b are constants
The purpose of least-squares regression is to select optimum values for a and b such thatthe line
gives the best fit to the measurement data.

The deviation o f each point from the line can be expressedu d, whered,=yt- (i + bx,).

The best-fit line is obtained when the sura of squared deviations. S. is @ minimum, that is,
when

s = @.{d/l) = )é:] O/~ ~bxi)2

is a minimum.

The minimum can be found by setting partial derivatives dSlda and dS/dh to zero and solving
the resulting two simultaneous (normal) equations:

as/Bo-£2(y,-e-h*((-1)-0 89
«5/001-£21n-B-1u()(-*()-0O (8.2)1

Values of the coefficients a and ft at the minimum poiat can be represented by a and h
which are known at the least-squares estimates of a and b. These can be calculated as |
follows.

From Equation (8.1),
£y, = +fcjjr, - na+
and thus.

8J)

From Equation (8.2),

£ (**) - arLx<t

Now substitute for a in Equation (8.4) usitg Equation (8.3):
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Collecting lenns in h.

ging give*

SPE S " {(H™Y")}] = 1> <*) - mE(F/)E(*/").

which can be e*pf*s*ed as

XY - %% J = £ (W) ~«->-

where xm and ym ere ihe mean values ofx andy. Thus,

1-AXayr
I I l BW* (8J)

And, from Equation (8.3):

4 - Y» - bxm. (86)

m Example 8.1

AMAbperim ent to determine the charscteristics of a displacement sensor with avoltage
*® * b the following output voltage values were recorded when a set of standard
AN Nt e"ents was measured:

*(m) 10 20 30 40 SO 6.0 7.0 80 90 10.0

21 43 62 85 107 126 14S 161 183 21.2

line to this set ofdau using least-squares regression and estimate the
ige when a displacement of4.5 cm is measured.

**Solution

AU jesent the output voltage and <represent the displaiement Then ,i suitable
given byy--a - bn We can now proceed to calculate estimates for
value» of j'd* U,in®E4uatl°’ns (8 5)and (8 6].The first step isto calculate the ..._

tabular,, W foun<Je» b** = 55 and/«. = 11 47 Next, we need to
a for each pair of data values:
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4 r 1?i X,1
1.0 21 21 1
2.0 4.3 8.6 4
3.0 «2 lit 9
1 1 1
1 1 1
10.0 212 212.0 100

Now calculate the values needed from this table—n —10; ~(xt)',)= 801.0;
£2(*,r)= 385—and enter these values into Equations (8.5)and (8.6).

; 801.0 - (10 X5.5 X 11.47)

.2.067;j = 11.47 - (2.067 x 5.5) = 0 1033;
385- (10 x 5.5J)

that is,y —0.1033 + 2.067*.

Hence, for* = 4.5,r=0.1033 + (2.067 x4.5) = 9.40 volts. Note that in this solution
we have only specified the answer to an accuracy of three figures, which is the same
accuracy as the measurements. Any greater number of figures in the answer would be
meaningless.

Least-squares regression is often appropriste for situations where a straight-line relationship j
is not immediately obvious, for example, where yocx* ory*e*p<*).

m Example 8.2

From theoretical considerations, it is known that the voltage (V) across acharged |
capacitor decays with time (t) according to the relationship V=K exp( -t/t) EN ' N
values for K and t if the following values of V and t are measured.

\ 8.67 6.55 4.53 3.29 2 56 1.95 1.43 104
> 0 1 2 1 4 ( 6 7 8 n

m Solution

IfV=Kexp(-T/T),thenlog,(»0 = I°*.<,0 - I/t Nowlety =log.(VO0,* = log(K),<>
andx = t. H e nce ,a-t-far, which is the equation o fa straightline whose coefficient»
estimated by applying Equations (8.5) and (8.6). Therefore, proceed in the same *4 ®
Example 8.1 and tabula» the values required:
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t
M M M i >

(67 2.16 0 0 e
%55 1.88 i 1.88 1
«S3 151 2 3.02 4

| | 1 1

i 1 1
-0.27 8 -2.16 64

I 1 07

"Mow calculate the value* needed from this table-n = 9; £(<(/,)= 15-86; £ (**)*
204,X, = A.O;ymm 0.9422-and enter these values into Equations (8.5) and (8.6).

ft, 1S86- (9x4.0x09422) ... .
204 ~(9~4 0N-—r= -0.301; * = 0.9422 4 (0 301 , 401 - 2 15

o K = e*>(n) = e*p(2.15) = 858;i = -1/fc = —1/(—0 301) = 3.32

Q mintK katt igvares rtpnuon

Quadratic least-squares regression it used to estimate the parameters of « relationship,
v <«+fcr+crl between two sets of measurement», y i.. .. re.

The deviation of each point tx,.y,) from the line can be expressed as d, where </«
jr,-(e +it,+c*(I).

The betl-fit line it obtained when the sum of the squared deviations, S, is a minimum, that is.
when

s="2 U2 x Y"Cy>-a-bxi+ ari2)2
i-1 i-t

is mminimum

"minimum caa be found by setting the partial derivatives OSfiia. OS/Oh. and <iS/<k to
Cdse*” *** tcsultintt simultaneous equations, as lor Hie linear Ir.isi squares rcgress»4i
Standard computer projrams to estunule the parameter» a. h. and i by
methnds are widely available and therefore ndetailed solution is not presented lien-

ny,'on"\k m -tqu*r,s rtgrnuon

Polyno,y,,,, Ic
"N “aresregression is used to estimate ihe parameter, ol the/>th outer relationship

between two sets of measurements, v,. .y,.X,.. t,.
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The deviation of each point U i.yi) from the line can be expressed as d, where
di- - (<*+0/1 +aix,| + mee+V /).

The bestHit line is obtained when the sum of squared deviations given by

SmY, (4]

is @ minimum.

The minimum can be found as before by setting p partial derivatives OSnao .. .0OSlOan

to zero and solving the resulting simultaneous equations. Again, as for the quadratic least-
squares regression case, standard computer programs to estimate the parameters a,,.. ap by
numerical methods aie widely available and therefore adetailed solution is not presented here.]

Confidence tests in cyne fitting by leosl-squares regression

Once data have been collected and a mathematical relationship that fits the data points lias bee*
determined by regression, the level of confidence that the mathematical relationship fitted it
correct must be expressed in some way. The first check that must be made is whether the A
fundamental requirement for the validity of regression techniques is satisfied, thal is. " ‘wthar
the deviations of dats points from the fitted line are all less than the maximum error level A
predicted for the measured variable. If this condition is violated by any data point that aline or
curve has been fitted to, then use of the fitted relationship is unsafe and recourse musi tv mede
to tabular data presentation, as described earlier.

The second check concerns whether random errors affect both measured variable* If *tempts
are made lo fn relationships by regression to data where both measured variables i<>ntai* J
random errors, any relationship fined will only be approximate and it is likely ihai one <*more
data points w ill have a deviation from the fitted line or curve greater than the muvmium j

error level predicted for the measured variable. This will show up when the appropnsie cheeM
are made.

Having carried out the aforementioned checks to show thal toere are no aspects bl d»ta
suggest that regression analysis is not appropriate, the next step is to appl> KM-i wu*»**
regression to estimate the parameters bl the chosen relationship (linear, quadrat*. ecck
this, some form of fdlow-up procedure is clearly required lo aeess how well ihe
relationship fits the data points. A simple aw e -fitting confidence lest is 10 calculate the
squared deviations S for the chosen yIx relationship and compare it with the valld _  J
calculated for the nest higher order regression curve that could be fitted lo daia-
straight-line relationship is chosen, the value of Scalculated should be of asimilar' a
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H joined by fining a quadratic relationship. If the value of S were substantially lower
1L relationship. this would indicate that a quadratic relationship was a better fit to
I than a Mraight-ime one and further tests would he needed to examine whether a cubic or
*y .. order relationship » « a belief fit (till.

n mon gophisticsted confidence tests exist, such as it* F-rorio test. However, these are
ouistfe 1be «cope bl this book.

emotion tuts

Wheic both variables in a measurement data set are subject to random fluctuations, correlation

»applied KOdetermine the degree of association between the variable». For example,
in the ewe already quoted of a data set containing measurements of human height and
weight, we certainly expect some relationship between the variables of height and weight
because atall person is heavier on a\erau< than a short person. Correlation tests determine
the strength of the relationship (or interdependence) between the measured vanables. which
is expressed in the form of a correlation coefficient.

For two let* of measurementsy,.. y, ,*,.. ,x,, with mean» xmandy . the correlation
coefficient @ is gives by

AN[2>-m<)][EI*-*)]

The value of WHalways lies between 0 and I, with O representing the case where the

vanahles an completely independent of one another and 1it the case where they are totally
related to one another For 0 < KA < 1. linear least-squares regression can be applied to
iadrelationships between the variables, which allows <to be predicted from a measurement ot

"andytobepicdiucd from ameasurement ol i This involves lindin« two separate rc*ressndi
lines of the form:

™

y=a+ /bW and x =c+ dy.

AN **(0 linesarc not normally coincident, as shown in Both lines pass through the
[] P points but their slopes are different.
AV

fIM a tend to coincidence, representing the ia»c «here the two variables aic
pendci4 Onone another

*O.mehn-". )
<N LY orthogonal one>parallel to the >and \ ase- 11 this case, thetwoxels

¥ besteKtimu!l' ‘“An.len, The best estimate ofx given any measurement ofy is *».
8*ve" any measurement of x is y,,.
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figure 8.7
Relationship between two variables with random fluctuation».

For the general cam. the best fit to data ii the line that biiecM the angle between the lines on
Figure 8.7.

8.5 Summary

This chapter began by looking at the various ways that measurement data can be displayed,®
either using electronic display devices or using a computer monitor. We then wentonto |
consider how measurement data could be recorded in a way that allows future analysis We
noted (hat this facility was particularly useful when faults develop in systems, as analysis oi die
changes in measured parameters in the time before the faalt is discovered can often quickly
indicate the reason for the fault. Options available for recording data are numerous and incIH
chart recorders, digital oscilloscopes, digital data recorders, and hard-copy devices such as
ink-jet and laser printers. We gave consideration to each of these and indicated some of
circumstances in which each alternative recording device might be used.

The next subject of study in the chapter was recommendations for good practice in
presentation o f data. We looked at both graphical and tabular fonas of presentatnvi using”~B
paper or a computer monitor screen ts the display medium. We then went on to con-

best way of fitting lines through data points on agraph. This led to adiscussion of math
regression techniques and the associated confidence tests necesstry to assess the con*'

the line fitted using regression. Finally, we looked at correlation tests. These are U* P
determine the degree of association between two sets of data when they are both *u
random fluctuations.
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g.6 Prowem™*

gi.

i2

3.

g4.
85.

«J1.

Whal ere the main ways, available for displaying [wamcier values lo human operators
responsible for controlling industrial manufacturing systems’ (Discussion on electronic
displays and computer monitors is expected.)

Discuss the range of instruments and techniques available for recording measurement
signals, mentioning particularly the frequency response characteristics of each instrument
or technique and the upper frequency limit for signals in each case,

Discuss the features of the main types of chart recorders available for recording
measurement signals,

What i* adigital dau recorder and how does it wort?

(a) Explain the derivation of the expression

n *,le *e KX
e+ nC+T =a1r

describing the dynamic response of a galvanometric chart recorder following a slep
charge in the electrical voltage output of a transducer connected to its input
Explain also what all the terms in the expression stand for (Assume that impedances
of both lhe transducer and the recorder have a resistive component only and that
there is negligible friction in the system.)

(b) Derive expressions for the measuring system natural frequency. i«,,. the dampiag

i factor. V and the steady-stale sensitivity.

(c) Explain simple ways of increasing and decreusmg the damping (actor and describe
the corresponding effect on measurement sensitivity.

(d) Whal damping factor gives ihe best system bandwidth?

(e) What aspects of the design of a chart recorder would sou modify in order to improve
*he system bandwidth? What is the maximum bandwidth typically attainable in
Chart recorders, and if such a maximumhandwidth instrument is available, whal >
the highest frequency signal ilul 'udi an instrument would he geneialK regarded «
being suitable for measuring if the accuracy ol ihe signal amplitude measurement is
important’

dD;?g_usi*the relative merits of tabular and graphical methods of recording measurement

87.
__"n~fcould you regard as good prKtice in recording measurement data in graphical

ay

What wouLl you regard asgood practice in recording measurementdata in tabulu for»»

Explain the technique of linear leart-squares regression for finding a relationship

? ***e* wo *eu of measurement dau.

“ Plain the techniques of (a) quadratic least-squares regression and (b) polynomial
regression How would you determine whether either quadratic o>
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8.11.

8.12.

8.13.

8.14.

Chapter B

polynomial least-squares regression provides a belter fit lo a set of measurement data
than linear least-squares regression?

During calibration of aplatinum resistance thermometer, ihe following temperature and
resistance valves were measured:

Resistance (Q) 2121 2186 2253 233.6 240.8 246.6
Temperature (*C) 300 320 340 360 380 400

The temperature measurements were made using a primary reference standard

instrument far which the measurement errors can be assumed to be aero. The

resistance measurements were subject to random errors but it can be assumed that

there are no systematic errors in them.

(a) Determine the sensitivity of measurement in (V°C in as accurate a manner as
possible.

(b) Write down the temperature range that this sensitivity value is valid for.

(c) Explain the steps that you would take to test the validity ofthe type of mathematu.il
relationship that you have used for data.

Theoretical considerations show th»t quantities x and y are related in a linear Fashion

such thal y =<u+/>. Show thal the best estimate of the constants a and b are given by

Explain carefslly the meaning of all the terms in the aforementioned two equstions. J
The characteristics of achromel-constantan thermocouple is known to be approximately j
linear over the temperature range of 300-800°C. The output e.m.f. was measured
practically atarange o ftemperatures,and the following table o fresults wasobtained >'ingj
least-squares regression, calculate coefficients a and b for the relationship T=a*b E that
best describes the temperature-e.m.f. characteristic.

Temp('C) 300 323 330 375 400 425 450 475 500 525
emf (mv) 21.0 232 210 2*9 216 313 324 350 372 385
Temp (*C) S7S 600 623 650 675 700 721 750 775 800
emf. (mV) 43.0 432 476 4»5 511 53.0 50.S 572 59.0 610

Measurements of the current (I") flawing through a renisior and the corresponding |
voltage drop (V) are shown:

I (amps) 1 2 3 4 5
V (volts) 10J 204 30.7 40S 50.0

Instruments used to measure voluge and current were accurate in ail respect*e» c<I*®
they each had a zero error thal the observer failed to take accountoforto correC =
time of measurement. Determine the value of the resistor from data measured
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A measured quantity y is known from theoretical considerations to depend on variable
x according to the relationship y = B + hx2. For the following set of measurements of
x andy. use linear least-squares regression to determine the estimates o f parameters
a and b that fa data best.

« 0 1 2 3 4 s
/ 0» #2 334 725 1301 2008

The mean lime to failure (Af7Tf) of an integrated circuit ia known to obey a law of
the following form: MTTF = C exp o/T, where I is the operating temperature and
C and T. are constants. The follow mg values of MTTF at various temperatures wvie
obtained from accelerated life tens

AOTFfhouf») 54 105 206 411 M| 2145
Temperature ("K) 600 S80 560 540 520 500

(a) Estimate the values of Cand T, IHint: log,(Af77>") - log,(C) + AJT This equation
Unow a straight-Ime relationship between log(M77? land |IT, where logtOand T.
are constants.]

(b) Foran MTTF of 10 years, calculate the maximum allowable temperature
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9.1 Introduction

We have already observed thal output» from measurement seniors often take the form of
voltage signals. These can be measured using the voltage indicating and test instruments
discussed in chapter 1. However, we have »bo discovered that sensor output does not lake the
form of an electrical voltage in many case». Examples of these other form» of sensor output
include translational displacements and changes in various electrical parameters such as
resistance, inductance, capacitance, and cirrent. In some cases, the output may alternatively
take the form of variations in the phase or frequency of aa a.c. electrical signal.

We therefore need to have a means of convening sensor outputs that are initially in some
nonvoltage form into a more convenient form. This can be achieved by putting various types of
variable conversion elements into the measurement system. We coniiderthese in this chapter First,
we w ill see thal bridge circuits are a particularly important type of variable conveniun element
these are covered in some detail. Following this, we look at various alternative techniques for
transducing the outputs of a measurement tensor into a form thal is measured more readily

9.2 Bridge Circuits

Bridge circuits are used very commonly 1 a variable conversion element in measurement
systems and produce an output in the form of a voltage level that changes as the measured
physical quantity changes. They provide an accurate method of measuring resistance
inductance, and capacitance values and enable the detection of very small changes in these
quantities about a nominal value. They are of immense importance in measurement system
technology because Nemany transducers measuring physical quantities have an output that is
expressed as a change in resistance, inductance, or capacitance. A displacement-measurnu’
strain gauge, which has a varying resistance output, is but one example of this class of
transducers. Normally, excitation of the bridge is by ad.c. voltage for resistance measurement
and by an a.c. voltage for inductance or c*>acitance measurement Both null aral deflection
types of bridges exist, and. in a like manner to instruments in general, null types art employed
mainly for calibration purposes and deflection types are used within closed loop automatic
control schemes.

9.2.1 Null-Type d.t. Bridge (Wheatttoee Bridge)

A null-type bridge with d.c. excitation, known commonly as a Wheatstone bridge, has the
form shown in Figure 9.1. The four arms of the bridge consist of the unknown rwiitance /2,
two equal value resistors K2 and K,. and variable resistor R, (usually a decade resistance box).
A d.c. voltage V, is applied across the points AC, and resistance /1, is varied until the
voltage measured across points BD is zero. This null point is usually measured with a high
sensitivity galvanometer.
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Wheatstone bndge

To analyze the Whetuone bridge, define the current flowing in eacharm to be J1... /, as
shown in Figure 9.1. Normally, if a high impedance voliage-measunng instrument is used,
current Imdrawn by the measuring instrument will be very small and can be approximated to
aero |f this assumption is made, then, forIm= 0:1t =/, and/j = /.

looking at path ADC. we have voltage 1, applied across resistance K,+ /1 ,and by Ohm’s law:

, M
Xe»|larly. for path ABC,

Vi
RVa-

~°w we can calculate the voltage drop acioss AD and AB:

v —1/p V&* sV -IK A
Yao ,Kr arra, - ~ 2" rT+rl

Pyhe principle of superposition, Va = Vgo = Vba + o = - V*a + Ygo-
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Thus,
\n. , V&
A, +R2 Rn+Ri ©3
At the null point Vo * 0, 10
R. R,
R* + 1j R, + Rj

Invening both sides.

Rm+n) Rra /2

A. A,
that is.
«j 4
A 4,
A4,
A. 9.2)

Thus, if R2= fAn,then A ,= F*. At Rvit an accurately known value because it it derived from a
variable decade resistance box, this means that {1. is also accurately known.

A null-type bridge it somewhat tedious to use as careful adjustment of variable teiitlancr
is needed to gel exactly to the null point. However, it provide* a highly accurate measurement
of resistance, leading to this being the preferred type when tentors are being calibrated

9.2.2 DefhctioH-Tjpe d.c. Bridge

A deflection type bridge with d.c. excitation is shown in Figure 9.2. This diffen from

the Wheatstone bridge mainly in thal variable resistance R, it replaced by fixed letitfance
Ai of the same value as the nominal value of unknown resistance #,. At resisttnce .
changes, to output voltage Vo vanes, and ihis relationship between Vo and 4, must be
calculated.

This relationship it simplified if we again assume that a high impedance voltage-mr»41],: -
instmmenl it used and the current drawn by it. /,,, can be approximated to reto. (The case
when tbit assumption doet not hold it covered later in this section.) The analysis it then
exactly the same as for the preceding example of the Wheat«tone bridge, except that R, i*
replaced by A|. Thus, from Equation (9.1), we have
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figure 9.2
DeHaetion-typ* d.c. bndgt.

V°~\/'(*.+*> *.+*:)

WhenR, ii atits nominal value, that it. forR, = R\. it is clear that VO = 0 (since R} =Rx). for
other values of R,,, V» has negative and positive values thal vary in a nonlinear way with K.

The Inflection-1\ pe bridge is somewhat easier lo use than a null-type bridge because the
output measurement Is given directly in the form of a voltage measuremeal. However, its
EemEE«TEM accuracy is notas good asthal of anull-type bridge. Despite It* inferior accuracy.
castofu * means thal it is the preferred form of bridge in most general measurement situation*
unless the greater accuracy of a null-type bridge ii absolutely necessary.

N Example 9.1

Nertain type of pressure transducer, designed lo measure pressures in the range 0 10
consists of adiaphragm with a strain gauge cemented to it to detect diaphragm

AB*ctions. The strain gauge has a nominal resistance of 120 W and forms one arm of a
Btatstone bridge circuit, with the other three arms each having a resistance of 12011
g* output is measured by an instrument whose input impedance can be assumed
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infinite. If, in order to limit heating effects, the maximum permissible gauge
current is 30 mA, calculate the maximum permissible bridge excitation voltage.
If the sensitivity of the strain gauge is 338 m fl/bar and the maximum bridge
excitation voltage is used, calculate the bridge output voltage when measuring a
pressure of 10 bar.

— [

m Solution

This is the type of bridge circuit shown in Figure 9.2 in which the components have the
following vakies:

R, =ftj = 4, = 1201
Defining /, to be the current flowing in path ADC ofthe bridge, we can write
V= 1,(«. + «,).

At balance, 4. = 120 and the maximum value allowable for It is 0.03A. Hence, V, 0.03
(120 + 120) = 7.2 V. Thus, the maximum bridge excitation voltage allowable is 7.2 volts

For a pressure o f 10 bar applied, the resistance change is 3.38 O, that s, R, is then equal
to 123.38 Q. Applying Equation (9.3), we can write

Thus, if maximum permissible bridge excitation voltage is used, the output voitage Is

50 mV when a pressure o f 10 bar is measured.
u

The nonlinear relationship between output reading and measured quantity exhibited by
Equation (9.3) is inconvenient and does not conform with the normal requirement for » linear
input-output relationship. The method o f coping with this nonlinearity varies according to the
form of primary transducer involved in the measurement system.

One special cak it where the change in unknown resistance R, is typically small compared « ith
the nominal value of/?». If we calculate the new voltage VO when the resistance R, in
Equation (9.3) changes by an amount bsia, we have

94)
P V{r+SR.+R, J1 **:)-
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of voltage output is therefore given by
The change

Wp K
My 1.+ (i) ©-5)

~mexpression describes the measurement sensitivity of the bridge. Such an approximation to
A relationship linear is valid for transducers such as strain gauges where the typical

B L 0O resistance with strain are very small compared with nominal gauge resistance

However, many instruments that are inherently linear themselves, at least over a limited
measurement range, such as resistance thermometers, exhibit large changes in output as the

quantity changes, and the approximation of Equation (9.51 canaoi be applied. In such
tpecific action must be taken o improve linearity ia the relationship between bridge
output voltage and measured quantity. One common solution to this problem is to make the
values of the resist*ices R2and /1, at least 10times those of/?, and R, (nominal) The effectof
this is best observed by looking at a numerical example.

X

Consider a platinum resistance thermometer with arange of0-50°C whose resistance at O C is
500 N and whose resistance varies with temperature at the rale of 4 QTC, Over this range of
measurement, the output characteristic of the thermometer itself is nearly perfectly linear.
(No* that the subject of resistance thermometers is discussed further in Chapter 14.)

Taking first the case where A, = /22=/?, =500 fl and V, = 10 V, and apply ing Equation (9.3):
At0°C. Vo=0

'T* relationship between V, and /?. is platted as curve A in Figure 9.3 and nonlineanty is
*PP*»ent Inspection of the manner in which output voltage VO above changes for equal slepf>o(
‘em«enuTe change also clearly demonstrates nonlinearity.

N

Ive temperature change from 0 to 25X. the change in Wis (0.455 - 0) = 0.455 V
IOl the temperature change from 25 to 50°C. the change in Vnis (0.833 - 0.455) = 0.378 V

"mRelationship ww linear, the chunge in V«lor the 25 -50 C temperature step would also
\% 5V. giving a value for Vo of0.910V at 50°C.
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Chromel-constantan thermocouples (type E) give the highest measurement sensitivity 0f |
68 |aV/°C, with an inaccuracy of +0.5% and a useful measuring range of -200 C up to90ryp i
Unfortunately, while they can operate satisfactorily in oxidizing environments when unpfotcct HU
their performance and life are seriously affected by reducing atmospheres.

Iron-constantan thermocouples (type J) have a sensitivity of 55 [tV/°C and are the p ~i, [
type for general-purpose measurements in the temperature range of -40 to +750°C, where t/1

typical measurement inaccuracy is +0.75%. Their performance is little affected by cither |
oxidizing or reducing atmospheres. n

Copper-constantan thermocouples (type T) have a measurement sensitivity of 43 pV /c T /1
find their main application in measuring subzero temperatures down to -200 C, with an
inaccuracy of +0.75%. They can also be used in both oxidizing and reducing atmospheres 0
measure temperatures up to 350°C.

Chromel-alumel thermocouples (type K) are widely used, general-purpose devices with a |
measurement sensitivity of41 pV/°C. Their output characteristic is particularly linear over ihe
temperature range between 700 and 1200°C and this is therefore their main application,
although their full measurement range is -200 to +1300°C. Like chromel-constantan
devices, they are suitable for oxidizing atmospheres but not for reducing ones unless protected
by a sheath. Their measurement inaccuracy is +0.75%.

Nicrosil-nisil thermocouples (type N) were developed with the specific intention of improv ng
on the lifetime and stability of chromel-alumel thermocouples. They therefore have similar j
thermoelectric characteristics to the latter but their long-term stability and life are at least *hree
times better. This allows them to be used in temperatures up to [IOO' O Their measurement m
sensitivity is 39 1Y/°C and they have atypical measurement uncertainty of £0.754. A dciaitadj j
comparison between type K and N devices can be found in Brooks (1985).

Nickellmolyhdenum-nickel-cobalt thermocouples (type MI have one wire made from a nickeM ,
molybdenum alloy with 18% molybdenum and the other wire made from a nickel-cobalt m
alloy with 0.8% cobalt. They can measure at temperatures up to 1400 C. which is higher |
than other types of base metal thermocouples. Unfortunately, they arc damaged in both J
oxidizing and reducing atmospheres. This means that they are rarely used except lor [x-ctM 1
applications such as temperature measurement in vacuum fumaces.

Noble metal thermocouples are expensive, but they enjoy high stability and long litc
when used at high temperatures, although they cannot be used in reducing atm ospheres. V
Unfortunately, their measurement sensitivity is relatively low. Because o this, their use ®
is mainly restricted to measuring high temperatures unless the operating environment
particularly aggressive in low-temperature applications. Various com binations of the
platinum and tungsten and the metal alloys of platinum-rhodium, tungsten rhenium an =
gold-iron are used.



Temperature Measurement 359

Al .Nlertocoup” {type B) have one wire made from a platinum-rhodiuni alloy

rhodium a"*1lhc °*her wirc madc from a plaiinum-rhodium alloy with 64 rhodium
« 'i* * | measuring range is +50to * 1800 C. with a measurement sensitivity of 10 pV/C.

u thermocouples (type R) have one wire made from pure platinum and the other
ANE rfe from * platinum-rhodium alloy with 13% rhodium. Their quoted measuring
wil* . 0]0 + 1700°C. with a measurement sensitivity of 10 [iV f C and quoted inaccuracy

of £0-5*
fhtrmocouples Itype S) have one wire made from pure platinum and the other
from a platinum rhodium alios with 104 rhodium They have similar characteristics
loiyp* R devices, with a quoted measuring range of 0 to + 1750 C. measurement sensitivity
of 10 (IVAC. and inaccuracy of +0.5%.

Tungsten thermocouples ttype C) have one wire made from pure tungsten and the other
wire made from a tungsten/rhenium alloy. Their measurement sensitivity of 20 uYI'C is
double thal of platinum thermocouples, and they can also operate at temperatures up to
:300°C. Unfortunately, they are damaged in both oxidizing and reducing atmospheres.
Therefore, their main application is temperature measurement in vacuum furnaces.

(hninut--foldJiron thermocouples have one wire made from chromel and the other wire made
from «fold/iron alloy which is, in fact, almost pure gold but with a very small iron content
(typically 0.15%). These are rare, special-purpose thermocouples with a typical measurement
sensitivity! of 15 41Y JIK designed specifically for cryogcnic (very low temperature) applications.
The lowest temperature measureable is 1.2°K. Several versions are available, which differ
according to the iron content and consequent differences in the measurement range and
sensitivity. Because of this variation in iron content, and also because of their rarity, these do
mu have an international type letter.

14.2.4 Thermocouple Protection

«re delicate devices that must be treated carefully if their specified operating
al'e to be maintained. One major source of error is induced strain in ihe hot
y k reduces the e.m.f. output, and precautions are normally taken to minimize
cvenrrt# * moun,In¥ te thermocouple horizontally rather than vertically It is usual to
the thermocouple wire with thermal insulation, which also provides mechanical
ch*nge¥ ,jP jj,0U®* *** *'P |5 |eft exposed if possible to maximize the speed of response to
ia «r».- ‘u * mcadurt:d temperature However, thermocouples are prone to contamination
virie5 froJnCj*® environmec,,Ilv Th'4 means that tlieir e.m.t /temperature characteristic

shorn-L tlal Polished in standard tables Contamination also makes them brittle and
"e Nlen life
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Table 14.1 Common Sh*ath Materials for Thermocouple*

Material Maximum Operating Temperature (*C)*
Mild steel 900
Nickel-chromium 900
Fused silica 1000
Special steel 1100
Mullke 1700
Recrystallued alumina 18S0
Beryflia V 2300
Magnesia 2400
Zicronia 2400
Thona 2600

The operating lunprritum quoted assume auditing or neutral atmospheres. For operation m rrduong

the maximum allowable temperature ts usually reduced

Where they are prone to contamination, thermocouples have to be protected by enclosing thetJ
entirely in an insulated sheath. Some common sheath materials and their maximum operatingj
temperatures are shown in Table 14.1. While the thermocouple is adevice that has a naturally
first-order type of step response characteristic, the time constant is usually so small as to

be negligible when the thermocouple is used unprotected. However, when enclosed in a sheathJ
the time constant of the combination of thermocouple and sheath is significant The size of ihel
thermocouple and hence the diameter required for the sheath have a large effect on the
importance of this. The time constant of a thermocouple in a -mm-diameter sheath is on
0.15 sand this has little practical effect in most measurement situations, whereas a larger sher2
of 6 mm diameter gives atime constant of 3.9 s that cannot be ignored so easily.

14.2.5 Thermocouple Manufacture

Thermocouples are manufactured by connecting together two wires of different malerials, ®
where each material is produced so as to conform precisely with some defined com position
specification. This ensures that its thermoelectric behavior accurately follows that for » hich' 1
standard thermocouple tables apply. The connection between the two wires is affected by m
welding, soldering, or, in some cases, just by twisting the wire ends together. Welding isthe To i
common technique used generally, with silver soldering being reserved for copper-constai®H
devices.

The diameter of wire used to construct thermocouples is usually in the range between 0.4
2 mm. Larger diameters are used where ruggedness and long life are required, aithough
these advantages are gained at the expense of increasing the measurement time constant In t* B
case of noble metal thermocouples, the use of large diameter wire incurs asubstantialL
penalty. Some special applications have a requirement for a very fast response time in t
measurement of temperature, and in such cases wire diameters as small as0.1 4T can be U8'B
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Thermopile
14.2-6

ile js the name given to a temperature-measuring device that consists of several
The them' | pS@nnected together in series, such that all the reference junctions are at the

ANANE Mnneralure and all the hot junctions arc exposed to the temperature being measured.
j |(v'e 14.7. The effect of connecting n thermocouples together in scries is to

as sh0' jie measurement sensitivity by a factor of n. A typical thermopile manufactured by
inc™* . mgpther 25 chromel-constantan thermocouples gives a measurement resolution

0f0.00I°C
14 2.7 Dif'tol Thermometer

Itin * Wnlir'* arc also used in digital thermometers, of which both simple and intelligent

irfie tx is t (tor adescription ol the latter, see Setlion 14 12) A simple digital thermometer
* acombination ‘>f a thermocouple, a battery-powered, dual-slope digital voltmeter to
measuie the thermocouple output, and an electronic display. This provides a low noise,
digital output thal can resolve temperature differences as small as 0.1 C. The accuracy
achieved is dependent on the accuracy of the thermocouple element, but reduction of
measurement inaccuracy to £+0.5% is achievable.

14.2.8 Camtinuoui Thermocouple

The continuous thermocouple is one of a class of devices that detect and respond to heat.
Other devices in this class include the line-type heat detector and heat-sensitive cable. The
basic conttniction of all these devices consists of two or more strands of wire separated by
insulation within along thin cable. While they sense temperature, they do not in fact provide an
output meaiurcment of temperature. Their function is to respond to abnormal temperature
rises and thu- prevent fires, equipment damage, etc.

Figure 14.7
Thermopile.



The advantages o f continuous thermocouples become more apparent if problems with other types
heat detectors are considered. Insulation in the line-type heat detector and heat-sensitive cable
consists of plastic orceramic material with anegative temperature coefficient (i.e., theresistance | a||s
asthe temperature rises). An alarm signal can be generated when the measured resistance falls helo*
acertain level. Alternatively, in some versions, the insulation is allowed to break downcompletely ,n
which case the device acts as a switch. The major limitation of these devices is that the temperature
change hasto berelatively large, typically 50-200eC above ambient temperature, before the device
responds. Also, it is not generally possible for such devices to give an qutput that indicates that
an alarm condition is developing before it actually happens, and thus allow preventative action.
Furthermore, after the device hasgenerated analarm it usually hasto be replaced. This is particularly
irksome because there is a large variation in the characteristics of detectors coming from different
batches and so replacement of the device requires extensive onsite recalibration of the system

In contrast, the continuous thermocouple suffers from very few of these problems. It differs
from other types of heat detectors in that the two strands of wire inside it are a pair of
thermocouple materials separated by a special, patented mineral insulation and contained
within a stainless-steel protective sheath. If any part of the cable is subjected to heat, the
resistance of the insulation at that point is reduced and a "hot junction” is created between
the two wires of dissimilar metals. An e.m f. is generated at this hot junction according to
normal thermoelectric principles.

The continuous thermocouple can detect temperature rises as small as 1°C above normal. Unlike
other types of heat detectors, it can also monitor abnormal rates of temperature rise and provide a
warning of alarm conditions developing before they actually happen. Replacement is only
necessary if agreat degree of insulation breakdown has been caused by a substantial hot spot at
some point along the detector's length. Even then, the use of thermocouple materials of standard
characteristics in the detector means that recalibration is not needed if it is replaced. Because
calibration is not affected either by cable length, areplacement cable may be ofadifferent length to
the one it is replacing. One further advantage of continuous thermocouples over earlier forms

of heat detectors is that no power supply is needed, thus significantly reducing installation costs.

14.3 Varying Resistance Devices

Varying resistance devices rely on the physical principle of the variation of resistance with
temperature. The devices are known as either resistance thermometers or thermistors
according to whether the material used for their construction is a metal or a semiconductor,
and both are common measuring devices. The normal method of measuring resistance is
lo use ad.c. bridge. The excitation voltage of the bridge has to be chosen very carefully
because, although a high value is desirable for achieving high measurement sensitivity.

1 Normally type E. chromrl -comuntan, or type K. chrome! -alumrl
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""AL-atine effect of high currents flowing in the temperature transducer creates an

the s*1L ~"creasjng the temperature of the device and so changing the resistance value,
error 1"

Resistance Thermometers (Resistance Temperature Devices)

thermom eters, which are alternatively known as resistance temperature devices.
jIS E'the principle that the resistance of a metal varies with temperature according to the

afifrinnshil’
R = Ro(1+ a\T +a’T* + ajJ* + «mm+ anT"). 14.7)

ANAK ation is nonlinear and so is inconvenient for measurement purposes. The equation
AnKalinear if all the terms in <i;7° and higher powers of T are negligible such thal the
)ftjd___- *nd temperature are related according to

R *s/?0(l + a\T).

This equation is approximately true over a limited temperature range for some metals,
notabl# platinum, copper, and nickel, whose characteristics are summarized in Figure 14 8.
Platinum has the most linear resistance/temperature characteristic and also has good
chemical inertness. It if therefore far more common than copper or nickel thermocouples.
Its resSmce-temperature relationship is linear within +0.4% over the temperature range
between -200 and +40°C. Even at + 1000°C, the quoted inaccuracy figure is only
+1.2%. Platinum thermometers are made in three forms, as a film deposited on a ceramic
substrate, as a coil mounted inside a glass or ceramic probe, or as a coil wound on a
mandrel, although the last of these are now becoming rare. The nominal resistance at

() C isHfcally 1000r 1000 O. although 200 and 500 fi versions also exist. Sensitivity is
0.3850 fC (1000 type) or 3.85 fI/C (1000 Q type). A high nominal resistance is advantageous
iniem* of higher measurement sensitivity, and the resistance of connecting leads has less
effect <Bmeasurement accuracy. However, cost goes up as lhe nominal resistance increases.

In addition lo having aless linear characteristic, both nickel and copper are inferior to platinum
* totrn of their greater susceptibility to oxidalion and corrosion. This seriously limits Iheir
«curacy and longevity. However, because platinum is very expensive compared to nickel and
ttp latter are used in resistance thermometers wlien cost is important. Another metal.
*ko used in resistance thermometers in some circumstances, particularly for high

s——Utdrt me*surements. The working ranges of each of these four types of resistance
AMAmters are as shown here:

AH fom i: -270 to +1000 C (although use above 650 C is uncommon)
p,Copper: -200 to +260°C
Nickel: -200 to +430°C
“**»en: -270 to +1100°C
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The advantages o f continuous thermocouples become more apparent if problems with other types I)(
heat detectors are considered. Insulation in the line-type heat detector and heat-sensitive cable
consists ofplastic or ceramic material with anegative temperature coefficient(i.e., theresistance talk
asthe temperature rises). An alarm signal can be generated when the measured resistance falls below
acertain level. Alternatively, in some versions, the iasulation is allowed to break down completely In
which case the device acts as a switch. The major limitation o f these devices is that the temperature
change hasto berelatively large, typically 50-200eC above ambient temperature, before the dev ice
responds. Also, it is not generally possible for such devices to give an qutput that indicates that
an alarm condition is developing before it actually happens, and thus allow preventative action
Furthermore, after the device hasgenerated analarm it usually hasto be replaced. This is particularly
irksome because there is a large variation in the characteristics o f detectors coming from different
batches and so replacement of the device requires extensive onsite recalibration of the system

In contrast, the continuous thermocouple suffers from very few of these problems. It differs
from other types of heat detectors in that the two strands of wire inside it are a pair of
thermocouple materials separated by a special, patented mineral insulation and contained
within a stainless-steel protective sheath. If any part of the cable is subjected to heat, the
resistance of the insulation at that point is reduced and a "hot junction" is created between
the two wires of dissimilar metals. An e.m.f. is generated at this hot junction according to
normal thermoelectric principles.

The continuous thermocouple can delect temperature rises as small as PC above normal. Unlike
other types of heat detectors, it can also monitor abnormal rates o f temperature rise and provide a
warning of alarm conditions developing before they actually happen. Replacement is only
necessary if a great degree of insulation breakdown has been caused by a substantial hoi spot at
some point along the detector's length. Even then, the use of thermocouple materials of standard
characteristics in the detector means that recalibration is not needed if it is replaced. Because
calibration is not affected either by cable length, areplacement cable may be ofadifferent length to
the one it is replacing. One further advantage of continuous thermocouples over earlier forms
of heal detectors is that no power supply is needed, thus significantly reducing installation costs.

14.3 Varying Resistance Devices

Varying resistance devices rely on the physical principle of the variation of resistance with
temperature. The devices are known as either resistance thermometers or thermistors
according to whether the material used for their construction is a metal or asemiconductor,
and both are common measuring devices. The normal method of measuring resistance is
lo use ad.c. bridge. The excitation voltage of the bridge has to be chosen very carefully
because, although a high value is desirable for achieving high measurement sensitivity.

' Normally type K, chromel-comuntan. or type K, chromel ulumcl
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""A"Eheating effect of high currents flowing in the temperature transducer creates an
the *el' reasjng t|,e temperature of the device and so changing the resistance value,
error h'

Hffistancc Thermometers (Resistance Temperature Devices)

therm om eters, Which are alternatively known as resistance temperature ilevn es.
*le*'  the principle that the resistance of a metal varies with temperature according to the

relationship
R = Ao(1 + a\T + n3T*24-N3T5+ +-m+ anl”). (14.7)

AANL ation is nonlinear and so is inconvenient for measurement purposes. The equation
AAK (]in e ar if all the terms in arT2 and higher powers of T are negligible such that the
|f(ir.___ gnd temperature are related according to

R *s/?o0(l +017").

This aquation is approximately true over a limited temperature range for some metals,
notab” platinum, copper, and nickel, whose characteristics are summarized in Figure 14.8.
Platinum has the most linear resistance/temperature characteristic and also has good
chemical inertness. It is therefore far more common than copper or nickel thermocouples.
Its respance-temperaiure relationship is linear within +0.4% over the temperature range
between -200 and +40°C. Even at + 1000°C, the quoted inaccuracy figure is only
+1.2%. Platinum thermometers are made in three forms, as a film deposited on a ceramic
substrate, as a coil mounted inside a glass or ceramic probe, or as a coil wound on a
mandrel) although the last of these are now becoming rare. The nominal resistance at

(I C i*%picallv 100 or 1000 O. although 200 and 50011 versions also exist. Sensitivity is
0.3850/4 (1000 type)or3.85w C (KA O type). A high nominal resistance is advantageous
in lerms of higher measurement sensitivity, and the resistance of connecting leads has lets
efTect on measuremeni accuracy. However, cost goes up as the nominal resistance increases.

In addition to having a less linear characteristic, both nickel and copper are inferior to platinum
nterms Of their greater susceptibility to oxidation and corrosion. This seriously limits their
T - m d longevity However, because platinum is very expensive compared to nickel and
cW *M*e |atter are used in resistance thermometers when cost is important. Another metal.
“fso used in resistance thermometers in some circumstances, particularly for high

Wnlure measurements. The working ranges of each of these four types of resistance
~roxieetei-N are as shown here:

Blatinum: -270 to +1000 C (although use above 650 C is uncommon)
PPopper: -200 to +260°C
Nickel: -200 to +430°C
-270 to +U00°C



364 Chapter 14

Figure 14.8
Typical resistance-cemperature characteristics of metals

In the case of noncorrosive and nonconducting environments, resistance thermometers are
used without protection. In all other applications, they are protected inside a sheath. As in the case
ofthermocouples, such protection reduces the speed of response o fthe system to rapid changes in
temperature. A typical time constant for a sheathed platinum resistance thermometer is 0.4
seconds. Moisture buildup within the sheath can also impair measurement accuracy.

The frequency at which a resistance thermometer should be calibrated depends on the
material it is made from and on the operating environment. Practical experimentation is
therefore needed to determine the necessary frequency and this must be reviewed if the
operating conditions change.

14.3.2 Thermistors

Thermistors are manufactured from beads of semiconductor material prepared from oxides of
the iron group of metals such as chromium, cobalt, iron, manganese, and nickel. Normally,
thermistors have a negative temperature coefficient, that is. resistance decreases astem perature

increases, according lo:

R=Roerl7-'™ | (,4'8)
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lalionship is illustrated in Figure 14.V. However, alternative forms of heavily doped
AN L rffto r* are now available (at greater cost) that have a positive temperature coefficient.
U Iform of Equation (I14.H) is such that it is not possible to make a linear approximation
1] turve over even a small temperature range, and hence the thermistor is very
~E g |y anonlinear seasor. However, the major advantages of thermistors are their relatively
and their small size. This size advantage means that the time constant of thermistors
in sheaths is small, although the size reduction also decreases its heat dissipation
AE yity and so makes the self-healing effect greater. In consequence, thermistors have
be operated al generally lower current levels than resistance thermometers and so the
ement sensitivity is less.

Temperature "C
Figure 14.9
Typical rcsistance-temperature characteristic» of thermistor materials.
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As in the case o f resistance thermometers, some practical experimentation is needed to determine
the necessary frequency at which a thermistor should be calibrated and this must be review”
if the operating conditions change.

14.4 Semiconductor Devices

Semiconductor devices, consisting of either diodes or integrated circuit transistors, have only
been commonly used in industrial applications for a few years, but they were first invented
several decades ago. They have the advantage of being relatively inexpensive, but one difficulty
that affects their use is the need to provide an external power supply to the sensor.

Integrated circuit transistors produce an output proportional lo the absolute temperature.
Different types are configured to give an output in the form of either a varying current
(typically 1pA K) or avarying voltage (typically 10 mV°K). Current forms are normally used
with a digital voltmeter that detects the current output in terms of the voltage drop across

a 10-KI resistor. Although the devices have a very low cost (typically a few dollars) and

a better linearity than either thermocouples or resistance thermometers, they only have a
limited measurement range from -50 to +I50°C. Their inaccuracy is typically +3%,
which limits their range of application. However, they are widely used to monitor pipes

and cables, where their low cost means that it is feasible to mount multiple sensors along |
the length of the pipe/cable to detect hot spots.

In diodes, the forward voltage across the device varies with temperature. Output from a
typical diode package is in the microamp range. Diodes have a small size, with good output |
linearity and typical inaccuracy of only £0.5%. Silicon diodes cover the temperature range |
from -50 to +200°C and germanium ones from -270 to +40°C.

14.5 Radiation Thermometers

All objects emit electromagnetic radiation as afunction o ftheir temperature above absolule /en> and
radiation thermometers (also known as radiation pyrometers) measure this radiation in orderto |
calculate the temperature of the object. The total rate of radiation emission per second is given M

E = KT*, (J4u

The power spectral density of this emission varies with temperature in the manner shown in
Figure 14.10. The major part of the frequency spectrum lies within the band of wavelengths |
between 0.3 and 40 pm, which corresponds to visible (0.3-0.72 pm) and infrared (0.72-1000 (U4
ranges. As the magnitude of the radiation varies with temperature, measurement ot ihe
emission from a body allows the temperature of the body to be calculated. Choice of the *
method of measuring the emitted radiation depends on the temperature of the body At o
temperatures, the peak of the power spectral density function (Figure 14.10) lies in the
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Emm»]

power

M Wavelength
Figure 14.10
Power spectral density of radiated energy emission at various temperatures

'e**%*<e region, whereas al higher temperatures it moves toward the visible part of the
Thi» phenomenon is observed as the red glow that a body begins to emit as its
"*P*ratuie is increased beyond 600°C.

jT 81 Wrsions of radiation thermometers arc capable of measuring temperatures between
+10,000°c with measurement inaccuracy as low as +0.05% in the more expensive
P -C-bough 4is °faccuracy is not obtained when measuring very high temperatures).
Neee Y-powered, hand held versions are also available, and these ate particularly
V use. The important advantage that radiation thermometers have over other types
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of temperature-measuring instruments is that there is no contact with the hot body while
its temperature is being measured. Thus, the measured system is not disturbed in any way
Furthermore, there is no possibility of contamination, which ii particularly important w
food. drug, and many other process industries. They are especially suitable for measuring
high temperatures beyond the capabilities of contact instruments such as thermocouples,
resistance thermometers, and thermistors. They are also capable of measuring moving bodies
for instance, the temperature of steel bars in arolling mill. Their use is not as straightforward
as the discussion so far might have suggested, however, because the radiation from a body
varies with the composition and surface condition of the body, as well as with temperature
This dependence on surface condition is quantified by the emissivity of the body. The use of
radiation thermometers is further complicated by absorption and scattering of the energy
between the emitting body and the radiation detector. Energy is scattered by atmospheric dust
and water droplets and is absorbed by carbon dioxide, ozone, and water vapor molecules.
Therefore, all radiation thermometers have to be calibrated carefully for each particular body
whose temperature they are required to monitor.

Various types of radiation thermometers exist, as described next. The optical pyrometer can
only be used to measure high temperatures, but various types of radiation pyrometers are
available that, between them, cover the whole temperature spectrum. Intelligent versions (see
Section 14.12) also now provide full or partial solutions to many of the problems described
later for nonintelligent pyrometers.

14.5.1 Optical Pyrometer

The optical pyrometer, illustrated in Figure 14.11, is designed to measure temperatures where
the peak radiation emission is in the red part ofthe visible spectrum, that is, where the measured |
body glows a certain shade of red according to the temperature. This limits the instrument to |
measuring temperatures above 600°C. The instrument contains a heated tungsten filament
within its optical system. The current in the filament is increased until its color is the same as the |
hot body: under these conditions the filament apparently disappears when viewed against

the background ofthe hot body. Temperature measurement is therefore obtained in terms ol the j
current flowing in the flament. As the brightness of different materials at any particular
temperature varies according to the emissivity of the material, the calibration of the optical |
pyrometer must be adjusted according to the emissivity of the target. Manufacturers prov ides
tables of standard material emissivities to assist with this.

The inherent measurement inaccuracy ofan optical pyrometer is +5°C However, in addition to]
this error, there can be a further operator-induced error of +10°C arising out of the difficu It*
in judging the moment when the filament "just” disappears. Measurement accuracy can be 4
improved somewhat by employing an optical filte r within the instrument that passes a narro

band of frequencies of wavelength around 0.65 pm corresponding to the red part ot the visi " 1
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Figure 14.11
Optical pyrometer.

spectrum This also extends the upper temperature measurable from 5000 'C in unfiltered
instruments up to 10,000°C

TIMinstrument cannot be used in automatic temperature control schemes because the eye of the
human operator is an essential part of the measurement system. The reading is also affected
by fumes in the sight path. Because of these difficulties and its low accuracy, hand-held
radiation pyrometers are rapidly overtaking the optical pyrometer in popularity, although
the ikKtmmeni is still widely used in industry for measuring temperatures in furnaces and
similariapplications at present.

14.5.2 Radiation Pyrometers

All thepltemative forms of radiation pyrometers described here have an optical system similar
«0 that ol the optical pyrometer and focus the energy emitted from the measured body.
Hew*ver, they differ by omitting the filament and eyepiece and having instead an energy
detector in the same focal plane as the eyepiece was, as shown in Figure 14 12. This principle
to measure temperature over aran>e from  100to + 3600 C The radiation detector
a uiermal detector, which measures the temperature rise in a black body at the focal
*he optical system, or a photon detector.

detectors respond equally to all wavelengths in the frequency spectrum and consist of
reS'dlanc<r ‘hcrmomclers. or thermistors M| ot these typically have time constant'
milliseconds because of the time taken for the black body to heat up and the
sensor to respond to the temperature change.
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Figure 14.12
Structure ofa radiation thermometer.

\%

Photon detectors respond selectively to a particular band within the full spectrum and are
usually of the photoconductive or photovoltaic type. They respond to temperature changes
much faster than thermal detectors because they involve atomic processes, and typical
measurement time constants are a few microseconds.

Fiber-optic technology is used frequently in high temperature measurement applications to
collect the incoming radiation and transmit it to a detector and processing electronics that a
located remotely. This prevents exposure of the processing electronics to potentially damagin
high temperature. Fiber-optic cables are also used to apply radiation pyrometer principles i
very difficult applications, such as measuring the temperature inside jet engines by collectir
the radiation from inside the engine and transmitting it outside (see Section 14.9).

The size of objects measured by a radiation pyrometer is limited by the optical resolution,
which is defined as the ratio of target size to distance. A good ratio is 1:300. which would alio
temperature measurement of a -mm-sized object at a range of 300 mm. With large distant
target size ratios, accurate aiming and focusing of the pyrometer at the target are essential i il
now common to find “through the lens" viewing provided in pyrometers, using a principle
similar to SLR camera technology, as focusing and orientating the instrument for visible li
focuses it automatically for infrared light. Alternatively, dual laser beams are sometimes u-
to ensure that the instrument is aimed correctly toward the target.

Various forms of electrical output are available from the radiation detector: these are functi
of the incident energy on the detector and are therefore functions of the temperature of the
measured body. While this therefore makes such instruments of use in automatic control
systems, their accuracy is often inferior to optical pyrometers. This reduced accuracy arises ft
because a radiation pyrometer is sensitive lo a wider band of frequencies than the optical
instrument and the relationship between emitted energy and temperature is less well d e fr
Second, the magnitude of energy emission at low temperatures gets very small, according
Equation (14.9), increasing the difficulty of accurate measurement.

The forms of radiation pyrometer described here differ mainly in the technique used to meas
the emitted radiation. They also differ in the range of energy wavelengths, and hence ihe
temperature range, which each is designed to measure. One further difference is the maten
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-mjcJ the energy-focusing lens. Outside the visible part of the spectrum, glass
jlinost opaque 10 infrared wavelengths, and other lens materials such as arsenic

J k * used
- ' (unchopped) radiation pyrometers

B . banil radiation pyrometer finds wide application in industry and has a measurement
,hit varies from £0.05% of full scale in the best instruments to +0.5% in ihe least
However, their accuracy deteriorates significantly over aperiod of time, and anerroi
is common after 1-2 years operation al high temperatures. As its name implies, the
measures radiation across the whole frequency spectrum and so uses a thermal
This i onsists of a blackencd platinum disc to which a thermopile' is bonded. The
of the detector increases until the heat gain from the incident radiation is balanced
|T*heal loss due to convection and radiation. For high temperature measurement, a two
J g jb thermopile gives acceptable measurement sensitivity and has a fast time constant of
about0.1s At lower measured temperalures. where the level of incident radiation is much less,
thermopiles constructed from a greater number of thermocouples must be used to get sufficient
BTueTcn! sensitivity. This increases the measurement time constant to as much as 2 s.
Standard instruments of this type are available to measure temperatures between -2 0 and
+18004), although much higher temperatures in theory could be measured by this method.

Choppet broad band radiation pyrometers

Concoction of this form of pyrometer is broadly similar to that shown in Figure 14.12 except
that arotary mechanical device is included that periodically interrupts the radiation reaching the
detector. The voltage output from the thermal detector thus becomes an alternating quantity that
switche» between two levels. This form of a.c. output can be amplified much more readily than
the d.c output coming from an unchopped instrument. This is particularly important when
anipdlicalion i* necessary to achieve an acceptable measurement resolution in situations where
o level of incident radiation from the measured body is low. For this reason, this form of
instrument ii the more common when measuring body temperatures associated with peak
«emtan in the infrared part of the frequency spectrum. For such chopped systems, the time
°f thermopiles is too long. Instead, thermistors are generally used, giving a time
ANB c'O .0 | s. Standard instruments of this type are available to measure temperalures
j****1N +20 and +13004'. This form of pyrometer suffers similar accuracy drift to
® e*Pe<| forms. Its life is also limited to about 2 years because of motor failures.
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Narrow band radiation pyrometers

Narrow-hand radiation pyrometers are highly stable instrument* that suffer a drift in
accuracy that is typically only 1°C in 10 years. They are also less sensitive to emissivjiy
changes than other forms of radiation pyrometers. They use photodetectors of either the
photoconductive or the photovoltaic form whose performance is unaffected by either
carbon dioxide or water vapor in the path between the target object and the instrument
A photoconductive detector exhibits a change in resistance as the incident radiation level
changes, whereas a photovoltaic cell exhibits an induced voltage across its terminals that is a|
afunction of the incident radiation level. All photodetectors are preferentially sensitive to a
particular narrow band o f wavelengths in the range 0f0 .5 -1.2 pm and all have a form of out-
that varies in ahighly nonlinear fashion with temperature, and thus a microcomputer inside t
instrument is highly desirable. Four commonly used materials for photodeleclors are cadmiu
sulfide, lead sulfide, indium anlimonide, and lead tin telluride. Each of these is sensitive to
adifferent band of wavelengths and therefore all find application in measuring the panicul
temperature ranges corresponding to each of these bands.

Output from the narrow band radiation pyrometer is normally chopped into an a.c. signal in t
same manner as used in the chopped broad-band pyrometer. This sim plifies am plification oft
output signal, which is necessary to achieve an acceptable measurement resolution. The typi
time constant of a photon detector is only 5 ps. which allows high chopping frequencies up to
20 kHz. This gives such instruments an additional advantage in being able to measure fast
transients in temperature as short as 10 ps.

Two-color pyrometer (ratio pyrometer)

As stated earlier, the emitted radiation-temperature relationship for a body depends on its
emissivity. This is very difficult to calculate, and therefore in practice all pyrometers have to he
calibrated to the particular body they are measuring. The two-color pyrometer (alternative
known as a ratio pyrometer) is a system that largely overcomes this problem by using the
arrangement shown in Figure 14.13. Radiation from the body is split equally into two pa '
which are applied to separate narrow-hand filters. Outputs from the filters consist of radiati
within two narrow bands of wavelengths X| and /12. Detectors sensitive lo these frequenci
produce output voltages V, and V2. respectively. The ratio of these outputs. (V|/V'2). can be;
shown (see Dixon. 1987) to be a function of temperature and to be independent o f emissivi
provided that the two wavelengths, n, and / 2, are close together.

The theoretical basis of the two-color pyrometer is that output is independent of emissivity
because emissivities at the two wavelengths /.| and /.2are equal. This is based on the assunip'i
that n, and n2are very close together. In practice, this assumption does not hold and therefc |
the accuracy o f the two-color pyrometer tends to be relatively poor. However, the instrument 4
still ofgreat use in conditions where the target is obscured by fumes or dust, which is acomn
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Center Xr

Figure 14.13
Two-color pyrometer system.

problem in the cement and mineral processing industries. Two-color pyrometers typically cost
VI - 100% more than other types of pyrometers.

Selected waveband pyrometer

The selected waveband pyrometer is sensitive to one waveband only, for example. 5 4T. and is
dedicated to particular, special situations where other forms of pyrometers are inaccurate. One
example <[f such a situation is measuring the temperature of steel billets being heated in a
furnace. If anordinary radiation pyrometer is aimed through the furnace door at a hot billet, it
receive! radiation from the furnace walls (by reflection off the billet) as well as radiation from
the billet hselt. If the temperature of the furnace walls is measured by a thermocouple, a
correction can be made for the reflected radiation, but variations in transmission losses inside
the fumaoe through fumes and so on make this correction inaccurate. However, if a carefully
chosen selected waveband pyrometer is used, this transmission loss can be minimized and the
meeuietneiit accuracy is thereby improved greatly.

14.6 Thermography (Thermal Imaging)

™ en®ogiaptr, > thermal imaging, involves scanning an infrared radiation detector across
ohJ«cl.The information gathered is then processed and an output in the form of the
*"PWNMure distribution across the object is produced. Temperature measurement over the
-20 C upto + 1500 C is possible. Elements of the system are shown in

detector uses the same principles of operation as a radiation pyrometer in
a lemperature of the point that the instrument is focused on from a measurement
infrared radiation However, instead of providing a measurement ot the
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Figure 14.14
Thermography (thermal imaging) system

temperature of a single point at the focal point of the instrument, the delector is scanned j
across a body or scene, and thus provides information about temperature distributions.
Because of the scanning mode of operation of the instrument, radiation detectors with a
very fast response are required, and only photoconductive or photovoltaic sensors are
suitable. These are sensitive lo the portion of the infrared spectrum between wavelengths ¢’
2 and 14 yT.

Simpler versions of thermal imaging instruments consist of hand-held viewers that arc point
at the object of interest. The output from an array of infrared detectors is directed onto a mat
of red light-emitting diodes assembled behind a glass screen, and the output display thus
consists of different intensities of red on a black background, with the different intensities
corresponding lo different temperatures. Measurement resolution is high, with temperature
differences as small as0.1°C being detectable. Such instruments are used in awide variety of
applications, such as monitoring product flows through pipe work, detecting insulaiion
faults, and detecting hot spots in furnace linings, electrical transformers, machines, bcarin
etc. The number of applications is extended still further if the instrument is carried in «
helicopter, where uses include scanning electrical transmission lines for faults, searching * m
lost or injured people, and detecting the source and spread pattern of forest tires.

More complex thermal imaging systems comprise a tripod-mounted detector connected to 1
desktop computer and display system. Multicolor displays are used commonly in such systi
where up lo 16 different colors represent different bands of temperature across the meas
range. The heat distribution across the measured body or scene is thus displayed graphical)
contoured set of colored bands representing the different temperature levels. Such color
thermography systems find many applications, such as inspecting electronic circuit board'
monitoring production processes. There are also medical applications in body scanning



Temperature Measurement 375

Thermal Expansion Methods

expansion methods make use of ihe fact that the dimensions of all substances, whether
ANE Luids. or gases. change with temperature Instruments operating on this physical
irfe include the liquid-in-glass thermometer, bimetallic thermometer, and pressure

diihor '

1471 Thermometers

tgjd-in-glass thermometer is a well-known temperature-measuring instrument used in a
wide rantc ofapplications. The fluid used is normally either mercury or colored alcohol, which
5 cflfiMined within @ bulb and capillary tube, as shown in Figure 14 15a. As the temperature
nscs. the fluid expands «long the capillary lube and the meniscus level is read against a
calibrited scale etched on the tube. Industrial versions ot the liquid-in-glass thermometer arc

(M __ capillary
tut»

-— Scale

Bulb
oorMaoTiog
Aud

(t0)

1 <
Tir. Figure 14.15

expansion devices (a) liquid-m-glass thermometer, (b) bimetallic thermometer.
BSSf

and (c) pressure thermometer
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normally used lo measure temperature in the range between -200 and + 1000f'C, although
instruments are available to special order thal can measure temperatures up to 1500'C.

Measurement inaccuracy is typically +1% of full-scale reading, although an inaccuracy of only
+0.15% can be achieved in the best industrial instruments. The major source of measurement
error arises from the difficulty of correctly estimating the position of the curved meniscus of
the fluid against the scale. In the longer term, additional errors are introduced due to volumetry
changes in the glass. Such changes occur because of creep-like processes in the glass, bui
occur only over a timescale of years. Annual calibration checks are therefore advisable.

14.7.2 Bimetallic Thermometer

The bimetallic principle is probably more commonly known in connection with its use in
thermostats. It is based on the fact that if two strips of different metals are bonded together, any j
temperature change w ill cause the strip to bend, as this is the only way in which the differing rates {
of change of length of each metal in the bonded strip can be accommodated. In the bimetallic |
thermostat, this is used as a switch in control applications. If the magnitude of bending is
measured, the bimetallic device becomes a thermometer. For such purposes, the strip is often
arranged in a spiral or helical configuration, as shown in Figure 14.15b, as this gives a relatively
large displacement of the free end for any given temperature change. The measurement
sensitivity is increased further by choosing the pair of materials carefully such that the degree
of bending is maximized, with Invar (a nickel-steel alloy) or brass being used commonly. |

The system used to measure the displacement of the strip must be designed carefully. Very |
little resistance must be offered to the end ofthe strip, asotherwise the spiral or helix will distort |
and cause a false reading in measurement of the displacement. The device is normally just |
used as a temperature indicator, where the end of the strip is made to turn a pointer that
moves against a calibrated scale. However, some versions produce an electrical output, using |
either a linear variable differential transformer or a fiber-optic shutter sensor to transduce m
the output displacement.

Bimetallic thermometers are used to measure temperatures between -75 and +1500 C.

The inaccuracy of the best instruments can be as low as +0.5% but such devices are quite |
expensive. Many instrument applications do not require this degree ofaccuracy in teinperallire
measurements, and in such cases much less expensive bimetallic thermometers with
substantially inferior accuracy specifications are used.

Al such devices are liable to suffer changes in characteristics due to contamination of the |
metal components exposed to the operating environment. Further changes arc to be expectee
arising from mechanical damage during use. particularly if they are mishandled or dropped-I
As the magnitude of these effects varies with their application, the required calibration interval
must be determined by practical experimentation.
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*4 L 3 pressure Thermometers

t » thermometers ha\e now been superseded b\ olhcr alternatives in most applications.
Pf*+11 st-|| jemain useful in a few applications such as furnace temperature measurement
teve| of fumes prevents the use of optical or radiation pyrometers Examples can
WHN Il be found of their use as temperature sensors in pneumatic control systems The
***°j  element in a pressure thermometer consists ol a stainless-steel bulb containing a
**x%%  gas. If the fluid were not constrained, temperature rises would cause its volume
However, because it is constrained in abulb and cannot evpand. its pressure rises
X a, the pressure thermometer does not strictly belong to the thermal expansion
instruments but is included because of the relationship between volume and pressure
lo Boyle's law: PV - KO The change in pressure of the fluid is measured by a
able pressure transducer, such as the Bourdon tube (see Chapter 15) This transducer
m [ocated remotely from the bulb and is connected to it by a capillary tube as shown in
14.15c.

Pressure therm om eters can be used to measure temperatures in the range between -250 and
+200& C, and their typical inaccuracy is +0.5% of full-scale reading. However, the instrument
reeon.se has a particularly long time constant.

The Med to protect the pressure-measuring instrument from the environment where the
tempvature is being measured can require the use of capillary tubes up to 5 m long, and the
temperature gradient, and hence pressure gradient, along the tube acts as amodifying input that
canint* ‘uce a significant measurement error. Errors also occur in the short term due to
mechanical damage and in the longer term due to small volumetric changes in the glass
-"mpoeents. The rate of increase in these errors is mainly use related and therefore the required
calibration interval must be determined by practical experimentation.

14.8 Quartz Thermometers

The quartz thermometer makes use of the principle that the resonant frequency of a material

*uch Mquan/ is afunction of temperature, and thus enables temperature changes to be

® **ted into frequency changes. The temperature-sensing element consists of a quart/

AnaVncloscd within a probe (sheath). The probe usually consists of a stainless-steel
which makes the device physically larger than devices such as thermocouples and
thermometer The crystal is connected electrically so as to tonn the resonant element
electronic oscillator. Measurement of the oscillator tieilueix> thereloie allows the
temperature to be calculated.

bbinun'-n' linear output characteristic over the temperature range between -U)

B~®°C. with atypical inaccuracy of £0.1%. Measurement resolution is typically 0. C
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but versions can be obtained with resolutions as small as 0.0003°C. The characterise |
the instrumenl are generally very stable over long periods o ftime and therefore only jnfrt. "~ L
calibration is necessary. The frequency change form of output means thal the device i* "™V
insensitive lo noise. However, it is very expensive and only available from a small nuinhj
of manufacturers.

14.9 Fiber-Optic Temperature Sensors

Fiber-optic cables can be used aseither intrinsic orextrinsic temperature sensors, asdiscus”I
in Chapter 13. although special attention has to be paid to providing a suitable protcciivl
coating when high temperatures are measured. Cost varies from SIOOOto $5000. accordin”B
type, and the normal temperature range covered is 250 to 3000"C. although special devicZ'
can detect down to 100°C and others can detect up to 3600’C. Their main application i | |

measuring temperatures in hard-to-reach locations, although they are also used when \ay *
high measurement accuracy is required. Some laboratory versions have an inaccuracy &s low

as +0.01%, which is better than a type S thermocouple, although versions used in

have a more typical inaccuracy of +1.0%. ™

While it is often assumed that fiber-optic sensors are intrinsically safe, it has been shown 1
(Johnson. 1994) that flammable gas may be ignited by the optical power levels available fvot
some laser diodes. Thus, the power level used with optical fibers must be chosen carefully and
certification of intrinsic safety is necessary if such sensors are to be used in ha/anlous j
environments.

One type of intrinsic sensor uses cable where the core and cladding have similar refractive
indices but different temperature coefficient. Temperature rises cause the refraciive indieajm
become even closer together and losses from the core to increase, thus reducing the qu.mtityrf
light transmitted. Other types of intrinsic temperature sensors include the cross talk m-nm».
phase-modulating sensor, and optical resonator, as described in Chapter 13. Research into
the use of distributed temperature sensing using fiber-optic cable has also been reported .M
This can be used to measure things such as the temperature distribution along an ele tnc*
supply cable. It works by measuring the reflection characteristics of light transmitted dowei
a fiber-optic cable bonded to the electrical cable. By analyzing back-scattered radiation,#
table of temperature versus distance along the cable can be produced, with a measurent*B
inaccuracy of only +0.5°C.

A common form of extrinsic sensor uses fiber-optic cables to transmit light from a:i "*®
targeting lens into a standard radiation pyrometer. This technique can be used with all

of radiation pyrometers, including the two-color version, and a particular advantage is*"H
this method of measurement is intrinsically safe. However, it is not possible to measiire"H
low temperatures because the very small radiation levels that exist at low lemperaiure*
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— Miaied during transmission along the fiber-optic cable. Therefore, the minimum
can be measured is about 50 C. and the light guide for this must not exceed

length. At temperatures-exceeding KX Rfc  Tendths ot fib&t ip to"26-m'tong-can
A"HILessfully » ml'gh'

be u*«
m ,curate device that uses this technique is known asthe Accufibre sensor. This is
ra ii hi>h pyrometer that has a black box cavity at the focal point of the lens system,
for* cable is used to transmil radiation from the black box cavity to a spectrometric

A A K i comBUtes the temperature. This has a measurement range of 500 to 2000°C. a
,0-5.c. and an inaccuracy of only £0.0023% of full scale.

types o f devices marketed as extrinsic fiber-optic temperature sensors consist of a

temperature sensor (e g . a resistance thermometer» connected to .l tiher optK

*|1li «nth.H transmission of the signal from the measurement point is free of noise Such
pfennustinclude an electricity supply lor the electmnic circuit needed to convert the sensor
mtput into light variations in the cable. Thus, low-voltage power cables must be routed with

the fil»rep»u c,ble-*"d ,he device Is therefore not intrinsically safe.

14.10 color Indicators

The color a t various substances and objects changes as a function of temperature. One use of
this is in the optical pyrometer as discussed earlier. The other mam use of color change is in
special colgr indicators that are widely used in industry' to determine whether objects placed
in fumaces have reached the required temperature. Such color indicators consist of special
paints orcrayon-, tliat are applied to an object before it is placed in a furnace. The color-sensitive
component within these is some form of metal salt (usually of chromium, cobalt, or nickel).
At acertaintemperature, achemical reaction takes place and a permanent color change occurs
in the paint or crayon, although this change does not occur instantaneously but only happens
over aperiod of time.

Hence, theeolor change mechanism is complicated by the fact that Ihe time of exposure as well
m M litw peraiiiie is important Such crayons or paints usually have a dual ratine that specifies
Jh*tonperaturv and length of exposure time required for the color change to occur. If the
Ich~rrerire s above the rated temperature, then the color change will occur 1l less than the
**P°*yre ’itne- This causes little problem if the rate of temperature rise is slow with
specified exposure time required for color change to occur However, it the
“‘temperature is high, the object will be significantly above the rated change
'ANpth e paint/crayon by the time that the color change happens. In addition to
d«flk | A ,cavinp the object 1l Ihe lurnace longer than necessary . this can also cause
ANNANY |*cess temperature can affect the required metallurgical properties of the
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Paints and crayons are available to indicate temperatures between 50 and 1250C. a tVh
exposure time rating is 30 minutes, that is. the color change wiill occur if the paint/cray,,n*
exposed to the rated temperature for this length of time. They have the advantage oflow ™ j
typically a few dollars per application. However, they adhere strongly to the heated object
which can cause difficulty if they have to be cleaned off the object later.

Some liquid crystals also change color at a certain temperature. According to the design of
sensors using such liquid crystals, the color change can either occur gradually during j
temperature rise o f perhaps 50°C or change abruptly at some specified temperature. The |anJ
kinds of sensors are able to resolve temperature changes as small as O.1°C and. according J
type, are used over the temperature range from -20 to + 1004r.

14.11 Change of State of Materials

Temperature-indicating devices known as Seger cones or pyrometric cones are used commoi
in the ceramics industry. They consist of a fused oxide and glass material that is formed
into a cone shape. The tip of the cone softens and bends over when a particular temperature j
is reached. Cones are available that indicate temperatures over the range from 600 to +2000“

14.12 Intelligent Temperature-Measuring Instruments

Intelligent temperature transmitter* have now been introduced into the catalogues of aim

all instrument manufacturers, and they bring about the usual benefits associated with intellig
instruments. Such transmitters are separate boxes designed for use with transducers lhai have
either a d.c. voltage output in the millivolt range or an output in the form of a resistance
change. They are therefore suitable for use in conjunction with thermocouples, themiop
resistance thermometers, thermistors, and broad band radiation pyrometers. Transmitters i

have nonvolatile memories where all constants used in correcting output values for modif
inputs, etc., are stored, thus enabling the instrument to survive power failures without losing such
information. Other facilities in intelligent transmitters include adjustable damping, noise
rejection, self-adjustment for zero and sensitivity drifts, and expanded measurement iange.
These features allow an inaccuracy level of £0.05% of full scale to be specified, j

Mention must be made particularly ofintelligent pyrometers, as some versions of theseare I"H
to measure the emissivity of the target body and automatically provide an emissivity-con”"W1
output. This particular development provides an alternative to the Iwo-color pyrometer
emissivity measurement and calibration for other types of pyrometers pose difficulty

Digital thermometers (see Section 14.2.7) also exist in intelligent versions, where inclusio
microprocessor allows a number of alternative thermocouples and resistance thermo"
be offered as options for the primary sensor.
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fintelligent temperature transducers is significantly more than their nonintelligent
and justification purely on the grounds of their superior accuracy is hard to
C 0*7~a ' fi(heir expanded measurement range means immediate savings are made in
f the reduction in the number of spare instruments needed to cover a number of
**e* 0O , ranges. Their capability for self-diagnosis and self-adjustment means that they
®e*fM*illentj0, much less frequently, giving additional savings in maintenance costs
‘N'Ansm itter' are *,so larEcl* «If-«alihrating in respect of their signal processing
|thouph appropriate calibration routines still have to be applied to each sensor lhal
[he C mitteri» connected to.

14 13 Choice between Temperature Transducers

The «Nubility of different instruments in any particular measurement situation depends

bstantially on whether the medium to be measured is a solid or a fluid. For measuring the
Ann~C ire ofsolids, it is essential that good contact is made between the b<*> and the transducer
unless a tadiation thermometer is used. This restricts the range of suitable transducers to
ticMBCouplcs, thermopiles, resistance thermometers, thermistors, semiconductor devices,
and color indicators. However, fluid temperatures can be measured by any of the instruments
described in this chapter, with the exception of radiation thermometers.

The mosl commonly used device in industry for temperature measurement is the base
meial krmocouple This is relatively inexpensive, with prices varying widely from a few
dollar!upward according to the thermocouple type and sheath material used. Typical
inaccuracy is +0.5% of full scale over the temperature range of -250 to +1200°C. Noble
metal htmocouples are much more expensive, but are chemically inert and can measure
icmpeetures up t0 2300°C with an inaccuracy of +0.2% of full scale. Flowever, all types of
thermecouples have a low-level output voltage, making them prone to noise and therefore
unsuitable for measuring small temperature differences.

Resistance thermometers are also in common use within the temperature range of -270 to
-050°C, with a measurement inaccuracy of +0.541. While lhe\ have a smaller temperature
ra n g e thermocouples, iliev aie more stable andean measure small temperature differences
14* phtinum resistance thermometer is generally regarded as offering the best ratio of price

AH*Bnanie for measurement in the temperature range of 200 to -f500 C. with prices
S+ u | from $20.

*

*T'e anolher rela,|YclY common class of devices They are small and inexpensive.
AAng P 'cal costofaround $5. They cise a lasi output response lo temperature changes, with
AMB**uncmcnt sensitivity, but their measurement range is quite limited.

devices Im , a better linearity than thermocouples and resistance thermometers
,evcl of accuracy Thus, they are a viable alternative to these in many applications
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Integrated circuit transistor sensors are particularly inexpensive (from $10 each), although
their accuracy is relatively poor and they have a very limited measurement range (-5() tl,

+ 150°C). Diode sensors are much more accurate and have a wider temperature range (-27(1 J
+200°C), although they arc also more expensive (typical costs are anywhere from SS) u>VKk(»)J

A major virtue of radiation thermometers is their noncontact, noninvasive mode of
measurement. Costs vary from $300 up to $5000 according to type. Although calibraiuj
for the emissivity of the measured object often poses difficulties, some instrument n,
provide automatic calibration. Optical pyrometers are usedto monitor temperatures
above 600°C in industrial furnaces, etc., but their inaccuracy is typically +54 Various!
forms of radiation pyrometers are used over the temperature range between -20 and
+1MXI'C and can give measurement inaccuracies as low as £0.054. One particular
merit of narrow-band radiation pyrometers is their ability to measure fast temperaiure |
transients of duration as small as 10 (is. No other instrument can measure transient
anywhere near as fast as this.

The range of instruments working on the thermal expansion principle are used mainly as 1
temperature-indicating devices rather than as components within automatic control schemeJ
Temperature ranges and costs are: mercury-in-glass thermometers up to +1000 C (cost from a
few dollars), bimetallic thermometers up to + 1500°C (cost $50 to $150), and pressure
thermometers up to +2000°C (cost $100 to $800). The usual measurement inaccuracy is in ihe
range of +0.5 to £1.0%. The bimetallic thermometer is more rugged than liquid in-glass 1
types but less accurate (however, the greater inherent accuracy o f liquid-in-glass types can (mly
be realized if the liquid meniscus level is read carefully).

Fiber-optic devices are more expensive than most other forms of temperature sensors (i < nng
up to $6000) but provide a means of measuring temperature in very inaccessible location».*
Inaccuracy varies from +1% down to £0.01% in some laboratory versions. Measurement
range also varies with type, but up to +3600°C is possible.

The quartz thermometer provides very high resolution (0.0003X is possible with special J1
versions) but is expensive because of the complex electronics required to analy ze ihe |
frequency-change form of output. It only operates over the limited temperature range of
-40 to +230°C. but gives a low measurement inaccuracy of +0.1% within this range Il i*
not used commonly because of its high cost.

Color indicators arc used widely to determine when objects in furnaces have reached the m
required temperature. These indicators work well if the rate of rise oftemperaiure of the ob |*H
in the furnace is relatively slow but, because temperature indicators only change color over
a period of time, the object w ill be above the required temperature by the lime Ihai the j
indicator responds if the rate of rise of temperature is large. Cost is low; for example, a |
crayon typically costs $5.



Temperature Measurement 383

Calibration of Temperature Transducers
14.14

f -,ridifficulty in establishing an absolute standard for temperature has already been
Tb*~~-dIri the “uoductKXi to this chapter This difficulty is that there is 110 practical way in
AMABgnvenieni relationship can be established thal relates the temperature of a body to
* C.a>urable quantity expressible in primary standard units. Instead, it is necessary to use
" reference calibration points for letnperalurcs thal are very well defined. These
ve determined by research and international discussion and are published as the
; Practical Temperature Scale. They provide fixed, reproducible reference points for
Annfeure in the form of freezing points and triple points of substances where the transition
liquid, and gaseous states is sharply defined. The full set of defined points is:

Triple point of hydrogen -259.346TC
Triple point of neon -24*59394:
Triple point of oxygen -218.7916°C
Triple point of argon -189.3442 C
Triple point of mercury -38.8344°C
Triple point of water +0.0100°C
Melting point of gallium +29.7646X
Freezing point of indium + 156.5985°C
Freezing point of tin +231.928°C
Freezing point of zinc +419.527°C
Freezing point of aluminum +660.323"C
Freezing point of silver +961.78°C
Freezing point of gold +1064.18°C

Freezing point of copper
For calfcrating intermediate temperatures, interpolation between fixed points is carried out by
mwre of the following reference instruments:

a helium gas thermometer for temperatures below 24.6°K
L * aplatinum resistance thermometer for temperatures between 13.8'K and %1.8CC
a narrow band radiation thermometer for temperatures above +961.8°C

triple point method of defining fixed points involves use of a triple point cell. The cell
of asealed cylindrical glass tube filled with a highly pure version of lhe reference
(e.g., mercury). This must be al least 99.9494% pure (such thal contamination is less

N

AnAAW *P om | ofl kubsUiu e 141he temperature aml |[«Tssure al »huh the solid liquid and (‘as phases of that
coexist in ihemuubnanm equilibrium I-iw example in lbe case of »iter ihe single combination of
*bd temperature al which solid ice. liquul water and water vapor coexist in a stable equilibrium is a

*M.7J millibar, and a temperature 0f273.16*K (0.01*0.
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than one pan in one million). The cell has awell thal allows insertion of the thetmomeu-r u
calibrated. It also has a valve that allows the cell to be evacuated down lo the required |
point pressure.

N

The freezing point method of denning fixed points involves use of an ingot of the referent
metal (e.g., tin) that is better than 99.99% pure. This is protected against oxidation inside &
graphite crucible with aclose-fitting lid. It is heated beyond its melting point and allowed t |
cool. If its temperature is monitored, an arrest period is observed in its cooling curve ai tlKk 1
freezing point of the metal. The melting point method is similar but involves heating ihe
material until it melts (this is only used for materials such as gallium where ihe melting point
defined more clearly than the freezing point). Electric resistance furnaces are available lo car
out these procedures. Up lo 1IO(FC, a measurement uncertainty of less than tO.VC is
achievable.

The accuracy of temperature calibration procedures is fundamentally dependent on how
accurately points on the IPTS can be reproduced. The present limits are:

I°K 0.3% HOO K 0.001%
10°K 0.1% 1500TC0.02%
1CXI'K 0.005% 4000“K 0.2%

273,15°K 0.0001% 10.000 K 6.7%
14.14.1 Reference Instruments and Special Calibration Equipment

The primary reference standard instrument for calibration at the top of the calibration chain

is a helium gas thermometer, a platinum resistance thermometer, or a narrow band radiatia
thermometer according lo the temperature range of the instrument being calibrated, as espla

at the end of the last section. However, at lower levels within the calibration chain, almost my
instrument from the list of instrument classes given in Section 14.1may be used for work
calibration duties in particular circumstances. Where involved in such duties, of course, the
instrument used would be one of high accuracy that was reserved solely for calibration dunes. The
list of instruments suitable for workplace-level calibration therefore includes mercur m-gta* j
thermometers, base metal thermocouples (type K). noble metal thermocouples (types B. R.

and S), platinum resistance thermometers, and radiation pyrometers. However, a subset of mm
is commonly preferred for most calibration operations. Up to 950eC. the platinum re sir 2~~~
thermometer is often used as a reference standard. Above that temperature, up to eu !
1750°C, a type S (platinum/rhodium-platinum) thermocouple is usually employed.
(chromel-alumel) thermocouples are also used as an alternative reference standard lor
temperature calibration up to 1000’ C.

Although no special types of instruments are needed for temperature calibration, the tern
of the environment within which one instrument is compared with another has to he con
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This requirt» puiposenlesigneil equipment. u hich is available commercially from i
o fmanxfactuterv

_ .~,,.1 ofall temperature transducers other than radiation thermometers above a
h"m 70t 0f 2trC . afurnace insisting of an electrically healed ceramic tube is catntooK

temperature of 4 *h a lumace cantypically he controlled within limits of t2 C over
" from 20 lo 160CI'C.

L 2ffC . a stirred water hath is used lo provide a constant reference temperature, and the
JJequipment can. m tart, he used for temperatures up to 100 C Similar stirred liquid harfis
N E jfc g oil or salts Ipotassium/sodium nitrate mixtures) can be used to provide reference
hBpsbinrk'- up to (arc.

frw tke calibration of radiation thermometers, a radiation source, which approximates as cloiely
atfeasible to the behavior of a black body, is required. The actual value of the emissivity bl
ibe «tune must be measuped by a surface pyrometer. Some form of optical bench is also

| to that inafirm s being calibrated can be held fitm ly and aligned accurately.

est form of radiation source it a hot plate heated by an electrical element. The
mare of such devices can be controlled within limits of £1°C over the range from 0 10
650"Cand the typicalemiaaivity ofthe plate surface it 0.85. Type R noble metal thermocouples
lin the plate ate normally used at the reference instrument.

A black body cavity provides a heal source with a much better emissivity. This can be
l'in various alternative forms according to the temperature range of the radiation
ers to be calibrated, although acommon feature is a blackened conical cavity with a
! of about 15°.

For calibrating low-iemperaturc radiation pyrometers (measuring temperatures in the
>nge of 20 to 200°C>, the Mack body cavity «s maintained at a constant temperature
(£0.5*0 by immersing it in a liquid hath The typical emissivity of a cavity heated in this
**Y it #.995. Water is suitable for the hath in the lemperature range of 20-90 C. and a
"IPP*Bumnl it suitable for the range of 80 200 (. Within these temperature ranges, a
m"ta-glass thermometer it used commonly as the standard reference calibration

i although a platinum resistance thermometer it used when better accuracy is

fcnn of black body cavity it one lined with a refractory material and healed by an
T*arCTt This gives a typical emiisivity of0 998 and is used for calibrating radiation
at higher temperatures Within the range of 200-1200C. temperatures caa he
«m within limits of £tt5 C, and atype R thermocouple it generally used as the
[ ] rumem At the higher range of 600 1600 C, temperatures can he controlled
V 1 il’C,andatype B thermocouple (30% rhodium-ptattnum/fi*



rbodums-platinum) ii normally used as the reference instrument. As an alternative lo
thermocouples, radiation thermometers can alto be used at a standard within +0.3°C over D*
temperature range from 400 lo 1250°C.

To provide reference temperatures above 1MAMC. acarbon cavity furnace it used Thit consist
of agraphite tube with a conical radiation cavity at its end. Temperatures up 10 2600eC can he
maintained with an accuracy of +5°C. Narrow-hand radiation thermometers are used as the
reference standard muniment.

Again, the aforementioned equipment merely provides an environment in which radiation
thermometers can be calibrated against tonne other reference standard instrumenl. To
obtain an absolute reference standard of temperature, a fixed-point, black body furnace is
used. This has a radiation cavity consisting of a conical-ended cylinder that contains a
crucible 0f99.999% pure metal If the temperature of the metal is monitored at it it heated
up at aconstant rate, an arrest period it observed at the melting point 0Of the metal where the
temperature ceases to rite Inr a shot time interval. Thus the melting point, and hence the
temperature corresponding to the output reading o f the monitoring instrument at thal instant, is
defined exactly. Measurement uncertainly is of toe order of £0.3“C. The list of metak.
and their melting pout*, was presented earlier at toe beginning af Section 14.14,

la the calibration of radiaiioa thermometers, knowledge o f the emis«vity of the hoi ptaie or
black body furnace uted as the radiation aoutce is essential. Thit it measured by tpecial
types of surface pyrometer. Such instruments coatain a hemispherical, gold-plated surface
lhat it supported on a telescopic arm that allows ii to be pul uuo contact with lhe hot
surface. The radiation entitled from a small hole in the hemisphere is independent of the
surface emissivity o fthe measured body and is expial to Ihal which would be emitted by the
body if its emissivity value was 100. This radiation is measured by a thermopile with its
cold junction at a controlled temperature. A black hemisphere is aho provided with the
instrumenl. which can be inserted to cover the gold surface. This allows the instrument to
measure the normal radiation emission from lhe hot body and so allows the surface
emissivity to be calculated by comparing the two radiation measurements.

Wi ithin this list of special equipment, mention mu* also be made o f standard tungsten strip
lamps, which are uted for providing constant known temperatures in Ihe calibration of optical
pyrometers. The various versions of these provide a range of standard temperature! between
800 and 2JOO C to aaaccuracy of +I'C.

14.14.2 CBkbl M 4 Fregamcy « fC t/M s Ckeckt

the manner in which toe appropriate frequency for calibration checks is determined fr* ‘he
various temperature-measuring instruments available was discutsed » the instrument review
presented in Section 14.1. The simplest inttraments from a calibration point of view are
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thermometers The only parameter aMe to change withia these is the voiame at
e g f*t used in their consamction. Thin oaly changes very slowly wah time, and hence only
“Mteqaent (e.g.. annual) cabbration checks are required.

{tie required frequency Iar calibration of all other instruments is either (a) dependent on the
lype o r Operatins environment and the degree o f exposure to it or (b) userelated In some cases,
boiti at these factors aw relevant.

Resistance thermometers and thermistors me examples of instruments where the drift in
“racte ristit sdepends on the environmentthey are operated in and on (he degree ot protection
dhey have from that environment. Devices «ach as gas thermometers and quartz thermometers
MfTercharacteristics drift, which is largely afunction o f how much they are used (or misused!).
* bough in the case atquanz thermometers, any drift it likely to be small and only infrequent
calibration checks will be required. Any instruments not mentioned so far suffer characteristics
drift due to both environmental and use-related factors The litl at such instruments includes
bimetallic thermometers, thermocouples, thermopiles and radiation thermometers In (he
case a t thermocouples and thermopiles, it must he remembered thal error in the required
«Mncteristics is possible even when the instruments are new, as discussed in Section 14 I.
aad therefore their calibration must be checked before use.

As the factors responsible for characteristics drift vary from application to application, the
acquired frequency of calibration checks can only he determined experimentally The
procedure for doing this is to start by checking the calibration of instruments used in new
«pplicatiors at very short intervals of time and then to progressively lengthen the interval
between calibration checks until a significant detenoration in instrument characteristics is
«haerved The required calibration interval is then delined as thal tune interval predicted to

before the charartenshcs of ihe mstnament have drifted to the hmiu allowable in that
particular measurement application.

! and reference standard instruments and ancillary equipment must also be calibrated
illy. An interval at 2 years is usually recommended between such calibration checki.
gh monthly checks ate advised for the black body cavity furnaces aaed to provide
rd reference temperatures in pyrometer calibration. Standard resistance thermometers
*»d dtetmocouplcs may also need more frequent calibration checks if the conditions (especially
m f temperature) and frequency o f use demand them.

14-3 Procmdurti far C M ratie *

mmmilard way of calibrating temperature transducers is to pat them into a temperature-
ed environmem together with a standard aMrument or to use a radiant heat aoarce at
temperature with high emisaivity  the case of radiation thermometers la either
e controlled temper*ure must be by a standard aMnunent whose criferation
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it traceable to reference standards. This i* a suitable method for mod isstruments in the
calibration chain but is not necessarily appropriate or even possible for process instruments v
the lower end of the chain.

In the case of many process instrument*. Iheir location and mode o f fixing make it difficult or
sometimes impossible lo remove them to a laboratory for calibration checks to be eamed
oat. In tiis event, it it standard practice lo calibrate them in their normal operational position
using a reference instrument that is able to widwtand whatever hostile environment may fe
present. If this practice is followed. 1 is imperative that the working standard instrument K
checked regularly lo m ute that il has not been contaminated.

Such m situ calibration may also be requited where process instruments have chtractexistkKs
that are sensitive to lhe environment in which they work so (h* they arc calibrated under
tbar usual operating conditions and are therefore accurate in normal use. However, ihe
preferred way of dealing with this situation is to calibrate them in alaboratory with ambient
conduions (of pressure, humidity, etc.) set up lo mirror those of the normal operatine
environment. This alterative avoids having to subject reference calibration instruments to
harsh chemical environmeats thal ate commonly associated with manufacturing processes

For instruments ai Ihe lower end of the calibration chain, thal is. those measuring process
variables, it it common practice to calibrate them against an instrument that is o f the same type
bat of higher accuracy aad reserved only for calibration duties. If a large number of different
types of instruments have to be calibrated, however, this practice leads to the need lo keep a
large number of different calibration instruments. To avoid this, various reference instruments
are available that can be used lo calibrate all process instruments within a given temperature
measurmg range. Examples are the liquid-ia-gUte thermometer (0 lo +200°C), plalinun
resistance thermometer (-200 to +Ne00°C). and type S thermocouple (+600 to +17S0X).
The optical pyrometer is alto often used at areference instrumenl ai this level for the calibraiton
of other types of radiation thermometers.

For calibrating instruments further up the calibration chain, particular care is needed with regard
lo bath tie instruments ttsed and the conditions they are used under, h is difficult and expensive to
meet these conditions and hence this function is subcontracted by most companies lo specialist
laboratories. The reference instruments uted are lhe platinum resistance thermometer ia the
temperaure range of -200 to + 1000T, lhe platmuni- platihum/10* rhodium (type S)
thermocouple in the temperature range of +1000 lo + 17S0°C, and a «arrow-hand radix**1
thermometer at higher temperatures. An exception is opticalpyrometers, which air calibrated at
explained in Ihe final paragraph of this chapter. A particular note of caution must be made whe*
ptahaaro-rhodium thermocouples are uaed ata standard. These are very prone lo conumm*10+'
and if they need lo be bandfed ai all. this should be done with vary clean hands.



t ending this chapter, it it appropriate to mention one or two special points that concern
IT ~iihraiion ofthennocoeples The mode of construction of thermocouples means that
characteristics can he incorrect even when they are new. due to faults in either the
kutnT4V'Iv ,he TertroconPle materials or the construction of the device. Therefore.
—lihrat»*1checks should be carried out on ail new thermocouple’, hefore they arc put into use.
{.m"procedure for this is lo immerse both junctions of the thermocouple in an ice hath and
Its output wilh a high-accuracy digital voltmeter (+5 pV). Any output greater dun
K p V would indicate afault in the thermocouple material and/or its construction. After this check
00 tJrrmocouples whee they are brand new. the subsequent rate bl change of thermoelectric
A”rtctenstics with time is entirely dependent on the operating environment and the degree
jf exposure to it. Particularly relevant factors in the environment are the type and concentration
at trace metal elements and the temperature (the rate of contamination of thermocouple
Nenal* with trace elements of metals is | function of temperature). A suitable calibratim
frequency can therefore oaiy be defined by practical experimentation, and this must be
feviewed whenever the operating environment and conditions of use change A final word «f
(rumm when calibrating thermocouples is to ensure that any source ol electrical or magnetic
fields is excluded, a* these will induce erroneous voltagei in the sensor.

Special comments are also relevant regarding calibration of aradiation thermometer. As well
«mormal accuracy checks, its long term stability must also he verified by lesiing its output over
«period that is | hour longer than the manufacturer s specified "warm-up" lime This shows
mp any in components within the instrume* that are suffering from temperature induced
Awacleristics drift. It is also necessary lo calibrate radiation thermometers according lo the
Miiuance characteristic of the body whose temperature is being measured and according lo
lfice level of energy losses in the radiation path between the body and measuring instrument.
Sach emissivity calibration must be carried oul for every separate application that the
tathnunent 14 used for. using a surface pyrometer.

Really, it should be noted ihal the usual calibration procedure for optical pyrometers is lo

Jkkt Tet onthe flament ofatungsten strip lamp in which the current is measured accurately.
Neia method of calibration can hr used at temperatures up to 2300 C Alternatively.they can he
aMfanted against a standard radiation pyrometer.

14.15 Summary

al the stait o fthe chapter revealed thatto e are 10different physical principles uaed
asthe basil for temperature-measuring devices. During the course of the chapter, we
*°<*ed at how cadi of ticese principles u exploited in various classes of temperature
J | device».
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We Mined off by lookmg at tie thermoelectric effect and iu me m thermocouples and
thermopiles. and also fcc denved device* of digital thermonweni abl colinnow thenaocwip”
Thermocouples are the Tan commonly utod devices for industrial applications of leTpeT«urr
measurement However, decile their relatively simple operating conceptof generating anotup«
voltage as afunction of (he temperature they are exposed to. properuse o fAermocouples lequir®
an understanding of two thermoelectric laws. Tine laws were presented and their application
was explained by several examples. We alto saw how the output of a thermocouple has to

be interpreted by thermocouple tables. We weat on to look atthe difiereeltypes o f thermocouples
available, which range from > number of inexpensive, base metal types to expensive ones
baaed on noble metals. We looked al the typscal characteristics of these and discussed typical
applications. Moving on. we anted thal thermocouples are quite delicate devices that can suffe,
from both mechanical damage and chemical damage in certain opening environments. sad
we discussed ways of avoiding such problems. We also looked briefly at how thermocouple
ate made.

Our next subject of study concerned resistance thermometers and thermistors, both of Arse
being devices thal convert achange in temperature into a change in the resistance of the device.
We noted that both o f Aese are alio very commonly used measuring devices. We looked at the
theoretical principles of each of these and dian ttand the range of materials used in each class of
device. We alto looked at Am typical device characteristics for each construction material

Next, we looked at semiconductor devices In the form of diode» and trinestor* and discussed
their characteristics and mode o f operation. This discussion revealed tu t although these devices
are lest expensive and more linear than both thermocouples and iriistsooe thermometer- ilea
typical measurement range is relatively low. This limits their applicability and means thal they nr
not used as widely asthey wotdd be if their measurement range was greater

Moving on. we looked at die class of devices known as radialioe thermometers (altera*o eh
known as radiation pyrometers). which exploit the physical principle thal the peak wavelength
of radiated energy emission from a body varies with temperature. The instrument it used
by pointing it at the body to be measured and analyzing the radiation emitted from the body.
This has the advantage of being a noncontact mode o f temperature measurement, which *
highly attractive in the food and drag industries and any other application where contam maimi
of the measured quantity has to be avoided. We also observed that different versions of
radiation thermometers are capable of meaauring temperatures between -100 and +aNe000 C.
with aaeasurement inaccuracy as low aa ntOjOWb ww the more expansive versions. Despite the*
obvious merits, careful calibration of the instrument to the type of body being measured it
essenbal. as the characteristics of radiation thermometers are critically dependent on the
emissivity of the measnted body, which varies widely between different materials.

This Mage in the chapter marked the end of dncuaainn o f the four moat commonly used type»
of temperature-measuring devices. The teoMiniag techniques all heve niche applications hm«o*
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, _ m "large volume" uses. The first one covered o f these “other techniques” was
* —Dby. Abo known as thermal imaging. this involves scanning an infrared radiation
across either a single object or a scene containing several objects. The information
lis then processed and an output i« the form of the temperaiure distribution ktoss
is produced It thus differs from other forms of temperature sensors in providing
E L alion ontemperaturedistribution across anobject or scene rather than the temperature at
mafc-firdiscrete point. Temperature measurement over the range from - 20 Cupto + LVXTC

|t possible

(W next subject of study concerned the liquid-m-glass thermometer, himetallie thermometer.

pressure thermometer. These are all usually classed as thermal expansion-baaed device*,
“bough this is not Mrictly true in the case of the last one. which is based on the change at
pessure of a fluid inside a fixed-volume stainless-steel bulb. The characteristics and lyptad
"plications of each of these were discussed.

gaaru thermometer then formed the next subject of study. This uses tie principle that lhe
gaooanl frequency of a material such as quartz changes with temperature. Such devices have
very high specifications in terms of linearity, long life, accuracy, and measurement resolution.
lifbonunately. their «datively high coal severely limits their application.

Moving on. we then looked at fiber-optic temperature sensors. We saw that their main
~plication is measuring temperatures in hard-to-reach locations, although they are also used
when very high measurement accuracy ia required.

Next, we discussed color indicators. These consist mainly of special paints or crayons that
'mbangr color at a certain temperature. They ate used primarily lo determine when the
temperature of objects placed in a furnace reach a given temperature. They are relatively
es«pensive, and different paints and crayons are available lo indicate temperatures between 50
-and 1230°C. In addition, certain liquid crystals that change color at a certain temperature
m* also used as color indicators These have better measurement resolution than paints and
enpaos and, while some versions can indicate low temperatures down to -20°C, the highest
emperature that they can indicate it +FOTC.

°ur discussion of the application of different physical principles in temperature
7™+*rm vnl brought us to Seger cones. Aim known as pyrometnc cones, these have a conical
where the lip melts and bends over ai a particular temperature They arc used commonly
** ce«*mics industry to detect a given temperature is reached in a furnace.

r then continued with a look at intelligent measuring devices These are designed
various tensors such as thermocouple*, thermopiles, resistance thermometers,
and broad hand radiation pyrometer*. Intelligence within the device gives them

««ch at adjustable damping, noise rejecbon. self-adjustment for /ero and sensitivity
Ao« *f-faa|( diagnosis, self-calibration, reduced maintenance requirement, and an expanded



measurement range, Thete feature» reduce typical measurement inaccuracy down to i-nik |
oT full scale. '

T hii completion ofthe discussion on all type* of intelligent and noniateiligent device» »iung |
us 10 90 on to consider the mechanisms by which a temperature-measuring device is chosen i<ir
a particular application. We reviewed the characteristics of each type of device in turn and* |
looked at the sorts ofrircuauunces in which each might be uted.

Out final subject of study in the chapter wasthat of calibrating tetnfemare-measuring dr\Itti |
We noted first of all tka afandamental difficulty e xi*s in establirinng an absolute standard |
temperature and that, ia the absence o f such a standard, fixed reference points for temperature |
were defined in the fotm of freezing points and triple points o fcertain substances We then uent |
on to look at the calibration instruments and equipment used in workplace calibration. We also |
established some guidelines about how the frequency of calibration should he set. Finally, we |
looked in more detail at the appropriate practical procedures for calibrating various types of |
tensors.

14.16 Problem»

14.1. Discuts briefly the different physical principles used in temperature-measurinf
instruments and give examples of instruments that use each of these principles

14.2. (a) How are thermocouples manufactured? (b) What are (he maia difference» between 1
base metal and noble metal thermocouple*? (c) Give six examples of the materials 1
used to make base metal and noble metal thermocouples, (d) Specify the internallorul |
code letter uied to designate thermocouple* made from each pair o f material» that yon |
give in your answer to pan (c).

14.3. Explain what each of the following are in relation to thermocouples: (a) extension
leads, (b) compensating leads, (c) law of intemediate metals, and (d) law of
intermediate temperature.

14.4. What type of base metal thermocouple would you recommend for each of the
following applications?
<a) measurement of tnbzero temperatures
<b) measurement in oxidizing atmosphere*

(c) measurement in reducing atmospheres
<d) where high sensitivity measurement it required

14.5. Why do thermocouples need protection from some operating environments and u
lhis protection given? Discuss any differences between bate metal and noble met*1 j
thermocouple* in Jle need for protection.

14.6. The temperauireofa fluid imeaaured by immersing an iron-constaman therm»'* P® |
in it. The reference junction of the thermocouple it maintained at 0°C in an «ce
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14.13
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bath and an oetpul e.m.f. of 5.812 mV is measured. What is the indicated flatd
lemperature'l

The temperalure ofa fluid it measured by immersing a type K thermocouple in it The
itfercnce junction of the thermocouple k maintained al 0°C in an ice hath and an
output e.m.f. of 6435 mV is measured Whal is the indicated fluid temperature?
The output e.mi from a chromel-alumel thermocouple (type K). with its reference
junction maintained at 0°C, is 12.207 mV. What is the measured temperature?

The output em J from a nicrosil-ntsil thermocouple (type Ni. with its reference
junction maintained at 0°C. is 4.21mV. What is the measured temperature?

The output C J»J from a chromel-c*mstantan thermocouple whose hot junction is
immersed in a fluid is measured as 18.25 mV. The reference junction of the
thermocouple is maintained at 0"C. What is the temperature of the fluid?

A copper-conslanun thermocouple is connected to copper-consunian extension
wires and the reference junction is exposed to a room temperature of 20 C. If the
output voltage measured is 6.537 tnV. whal is the indicated temperature at the blH
junction of tbe Ihermocouple?

A platinum/10% rhodium-platinum (type S) thermocouple is used to measure the
temperature of a furnace. Output ejn.f.. with the reference junction maintained at
JO°C. is 5975 raV. What is the temperature of the furnace?

In a particular industrial situation, a aicmsil-nisil thermecouple with mcrosif-nisil
extension wire* is used to measure the temperature of a fluid. In connecting up this
measurement system, the instrumemalmn engineer responsible has inadvertently
interchanged the extension wires from the thermocouple The ends of the extension
wires are held at a reference lemperaiure of O C and the output e m | measured is 21.0
naV. If the junction hctw ceil the thermocouple and extension wires is at a temperature
of 50°C. whal temperature of fluid is indicated and what i» the true fluid temperature ’
A copper-constantan thermocouple measuring ihe temperature of a hot fluid is
connected by mistake with chromef—eonstantan extension wires (such thal the two
constantan wires are connected together and the chrome! extension *ire is connected
«0 the copper thermocouple wire). If the actual fluid temperature was 150 C. the
junction between ihe thermocouple and extension wires was al 80 C. and the
reference junction was at (1C, calculate the e.m.f measured at the open ends of the
extension wires Whal fluid temperature would be deduced from this measured e.m f.
(assuming thal the error of using the wrong extension wires was noi know*)?
(Hint: Apply the law of intermediate metals for the thermocouple-exiension lead
junction.)

This question is similar to the lasi one bul involves a chromel constantan thermocouple
~adier than a copper-corstanun one. In dm case, an cnguieer installed a ctirorud
“nslum aii thermocouple bul uied copper-constantan extension leads ouch that the
**“ constantan wurs were connected lopether and the copper extension wire was
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14.16.

14.17.

14.18.

14.19.

connected lo the chromel thermocouple wire). If the thermocouple was measuring ak j

fluid whose leal temperature is |50°C. tie junction between the tiermocoupfe ]

extension leads was at IMFC. and the reference junction was A 0°C: el

(a) Calculate tie en.r. (voltage) measured at the open ends of the extension 4 u

(b) What fluid temperature would be deduced from this measured e.m.f., assurm
thal the error in using the incorrect leads was not known?

While installing a chromel-constaaun thermocouple to measure the ten”jeraiurr ,,f

a fluid, it it connected by mistake with oopper-constanUn extension leads (tudi th*

the two consuntaa wines are connected together and the copper extension win n

connected lo Ibe chromel thermocouple wire). If the fluid temperature was actually j

250°C and the junction between the thermocouple and extension wires was at 80 ¢

what e.m.f. would be measured at the open ends of the extension wires if the rcfm-tic*

junction is maintained at 0°C ? What fluid temperature would be deduced from ihi4

(assuming (hat the connection mistake was not known)?

In connecting extension leads to a chromel-alumel thermocouple, which is measuni®™

the temperature ofa fluid, a technician connects the leads the wrong way round i sucti

the chromel externum lead is connected to the alumel thermocouple lead and vice ve r*

The junction between the thermocouple and extension teeds w at a temperature of

100°C and the reference junction is maintained at Q°C ia Aaice hath. The tedmicii

measures an output e.m.f. Of 12.212 mV at the open end* of the extension leads.

(a) What fluid temperature would be deduced from this measured ejn.f.?

(b) What it tie true fluid temperater”

A chromel-constantan thermocouple measuring the temperature of a fluid is cot

by mistake with copper-comtantan extension leads (such that the two consianian wit

are connected together and the copper extension lead wire it connected to the <

thermocouple wirek If the fluid lemperauie was actually 250"C and the junction

between the thermocouple and extension leads was at W C , what e.m.f. would be

measured at the open ends of the extension leads if the reference junction is ma

at 0°C? What fluid temperature would be deduced from this (assuming that lhe

connection error was not known)?

Extension leads uted to measure the outpute.m.f. of an inm-constantan thermos

measuring the temperature of a fluid are connected Ihe wrong way round by tr*si

(such that ihe iron extension lead is connected to the constaaun thermocouple *«*

and vice vena). The junction between the thermocouple and extension leads ts at

a temperaiure of 120eC and the reference junction it at a room temperature bl 21~C

The output em J. measured at the open ends of the extension leads it 27.390 mV.

(a) What fluid teoperaluie would be deduced from (hit meaaared ejn.f. attumit
that the mistake bl connecting tke extension leads the wrong way round *»*
not known about?

(b) What It the trae fluid tempcratm ’
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AN E r iK temperature of a hot fluid it measured v.uh a copper-coastaolan thermocouple
hut, by mistake, the * connected tochrwmel-constantan extension wires (such *iat the
[ ~ Constantan w" ci " e connected together and the chnomel extension wire is
| connected tothe copper ihermocoupk- wire). It the actual fluid temperature was XM C.
> the junction between the thermocouple and extension wires was at 50 C. and the
itference junction was at OC . calculate the e.m.f. measured at the open ends of the
| extension wires What fluid temper*ure would he deduced from this measured e.m f.
(assuming that the error of using the wrong extension wires was not known)?
W, a particular industrial situation, a chromel alumel thermocouple wrth chrome!

" Jum el extension wires is used to measure the temperature ofa fluid In connecting up
dns measurement system, the instrumentation engineer responsible lias in.ubert.mltx
ntetchanged the extension wires from the thermocouple (such that the chromel
iiermiK-ouple wire is connected u>the alumel extension Ir.nl sure, etc * The open ends

. oftheextension lead» are held at a reference temperature of 0 ( and are amnerted to-a

I voltmeter, which measures an e.m f. of 18.75 mV. If the junction between the
K thermocouple and extension wires i« at a temperature of38°C:
r (a) What temperature of fluid is indicated?
I (b) What is the true fluid temperature?
14.22. A copper corblanmun thermocouple measuring the temperature of a hot fluid is
by mistake with iron-coastantan extension wires (such that the Iw*
twillls are connected together and the iron extension wire ts conaected lo the
irm uple wire). If the actual fluid temperature was 20Cr'C. the juaction
lie tillrmocouple and extension wires was at IMFC, and the reference
rat °C, calculate the e.m.f. measured at the open ends of the extension
temperature would be deduced from the measured em f. (assuming
feu the error of usng the wrong extension wires was not known)?
14.23. In aparticular industrial situation, a aicm silm sil thermocouple with nicrosil-nisil

- wm ~

~extension wires is used to measure the temperature of a fluid. In connecting up this

mMeasurement system, the instrumentation engineer responsible has inadvertantly
interchanged the extension wires from the thermocouple (such that the nicrosil

Hfcennocouple wire is connected to the nisil extension lead wire. etc.). The open ends bl
the extension leads are held at a reference temperature of O C' and are connected lo a
«oltnieter. which measures an em.f- of 1751 mV. If the junction between the

m fccrmiKouple and extension wires is at a temperature of 140X
<a) What temperaiure of fluid it indicated?

Ulg Whal * «he tn* fluid temperature?
mExplain *hai the follow mg are thermocouple, continuous thermocouple, thermopile.

» the Imermmianal Practical Temperature Scale? Why it It accessary in
m"Y~rnmure armor calibration and bow m k used?



14.2A. Resistance thermometers and thermistors are both temperature-measuring devices that
convert the measured temperature into a resistance chaage What are the main
difference* berween these two type* o fdevices in respecto f the materials used in #*,,
constructions, their ooct. and their operating characteristics?

14.27. Discuss the main type* of radiation thermometers available. How do they work and
what are their main applications?

14.21. Name three kinds of temperature-amsuriag devices thM work on the principle of
thermal expansion Explain how each worts and what its typical characteristics are

14.29. Explain how fiber-optic cables can be used as temperature sensorv

14.30. Discuss the calibration of temperature sensors, mentioning what reference instrument-
are typically used.
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1S.1 Introduction

We ac covering preHare measurement neu in tfcts chapter hectuse it it required very
commonly in mott industrial process control systems and is the next-most measured process
parameter after temperature. We shall tee dial many different types of pressure-tensing and
pressure measurement systems are available lo satisfy this requirement. However, before
considering these in detail. * is important for us lo understand that presume can be quantified hi
three alternative wayt in lenas of absolute preseur. gauge pressure, or differential pressure
The formal definitions of ftete are as follows.

Absolute pressure: This is the difference between the pressure of the fluid and the tbsola*
zero of pressure.

Gunge pressure: This describes the difference between the presmxe of a fluid and
atmospheric preswre. Absolute and gauge pressures are therefore related by the expression

Absolute pressure = Gauge pressure + Atmospheric pressure.

A typical value of atmospheric pressure is 1.013 bar. However, because atmospheric
pressure varies with altitude as well as with weather conditions. it is BeH a fixed quantity
Therefore, became gauge pressure is related to atmospheric pressure, it also ii nota fixed
quantity.

Differential pressure: This term it used to describe the difference between two abtoline
pressure values, tuch as tie pressures at two different points within the same fluid (often
between the two tides of a flow restrictor in a system measuring volume flow rale).

Pressure is a quantity derived from the fundamental quantities of force and area and It usually
measured in terms of *e force acting on a known area. The S| w it of pressure is the Pascal,
which can alternatively be expressed at Newtons per square meter. The bar. which it equal to
10.000 Pascal, it a related metric unit that is more suitable for measuring the most typically met
pressure values. The unit of pounds per square inch is not an S| unit, but it still in widespread
use, especially in the United State and Canada. Pressures are alto sometimes expressed as
inches of mercury or inches of water, particularly when measuring blood pressure or pressures
in gas pipelines. These two measurement units derive from the height of the liquid column m
manometers, which were a very common method of pressure measurement in the past. The tort
it a further unit of measurement used particularly lo express low pressures (I ton * 1333
Pascal).

To avoid ambiguity in pretaure measurements. * is usual lo append oae or more letters in

pareoAeses after the pressure value to indicate whether it is an abeoline. gauge, or differential
pressure: (a) or (tbs) indicate» absolute pressure, (g) indicates gauge pressure, and (d) tpecifie»
differential pressure. Thu*. 2.57 bar (g) means that the pressure it 2ST bar meatured at gauge
pressure. In the cate of the pounds per square inch unit of pressure measurement, which is sull
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m w*|espread use. il it usual to express absolute. gauge, and differential pressure as paa. p4 S-
pad. respectively.

Absolute pressure measurement), are made for such purposes at aircraft altitude me-asuremeut
on iaatnimenu known as altimeiert) and whea quantifying atmospheric pressure. Very
low pressures are alto normally measured at absolute pressure values. Gauge pressure
pcaiuremi-nis are made by instruments such as those measuring the pressure in vehicle tires
god those measuring pressure al various pouits in industrial processes. Differential pressure
1, measured for some purposes in industrial processes, especially as part of some fluid flow
fate-measuring devices.

1n most applications, typical values of pressure measured range from 1.013 bar (/le mean
Aaunkpbenc pressure) up to 7000 bar. This is considered to be tbe “normal” pressure range, and
a large number of pressure sensors are available that can measure pressures in tbs range.
Measurement requirements outside this ranpe are much leu common. While some of the
pressure tensors developed for the “normal* range can alto measure pressures thal are either
fewer or higher than ibis, it it preferable to use tpecial instruments that have been specially
~signed to satisfy such low- and high-pressure measurement requirements. In the cate of low
pressures, such tpecial instruments are commonly known * i vacuum gauges.

Our ducuskion summarizes the main type* atf pressure tensors in use. This discutstoa is
concerned primarily only w iti (he measurement of Katie pressure, because |he measurement
of dynamic pressure it a very specialized area that it not of general interest. In general,
dynamic pressure measurement requires special instruments, although modified versions of
diaphragm t\ pe tensors can also be used if /ley contain a suitable displacement sensor (usually
either « piezoelectric crystal or a capacitive element).

15.2 Diaphragms

The diaphragm, shown schematically in Figure 1S.1, is one of three types of elastic-element
pressure transducers Applied pressure causes displacement of the diaphragm and this movement
is meatved by a displacement transducer. Different versions of diaphragm sensors can aneasure
both absolute pressurelup to 50 bar) and gauge pressure (up to 2000 bar) according to whether the
4»»ce on one side of the diaphragm it, respectively, evacuated or open to the atmosphere. A
fcphrapn can alto be used to measure differential pressure (up to 2.5 bar) by applying the two
features to the two tides of the diaphragm. The diaphragm can be plastic, metal alloy, ttttnlras
"'el- or ceramic. Platfic diaphragms are the lean expensive, but metal diaphragms give better
*ccur*c> Stainlesa tied is normally used In high tetnpetatore or corrosive environments
Cer»"ic diaphragms are ictvtai* even to ttrong acids and alkalit and are used when the operate*
«evmmment u particularly harsh The name aneroid gauge is sometimes used to describe hn
»>1* of gauge when |he diaphragm la metallic.
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Figure 1s.1
Schematic representation ofa diaphragm pressure senior

The typical magnitude of diaphragm displacement is 0.1 mm. which is well suited to a strain
gauge type of displacement-measuring transducer, although other forms of displacement
measurements are alto used la some kinds of diaphragm-based season. If the displacement is
measured with strain gauges, it Is normal to u e four strain gauge* arranged in a bridge ciicui
configuration. The ouput voltage from the bridge tsa function of toe resistance change die to
the strain in the diaphragm. This arrangement aromatically provides compensation for
enviroNmental tempenture changes. Older ptessute transducers oftois type used metallic srain
gauges bonded to a diaphragm typically made of stainless steel. However, apart from
manufacturing difficulties arising from the problem Of bonding the gauges, metallic strain
gauges have a low gaage factor, which means that toe low output from the strain gauge bridge
has to be amplified by an expensive d c. amplifier. The development of semiconductor
(pie/oreststive) strain gauges provided a solution lo the low-output problem, as they have gauge
factors apto 100 timet greater than metallic gauges. However, the difficulty of bonding gauges
to toe diaphragm remained and a new problem emerged regarding the highly nonlinear
characteristic of the «rain-output relationtoip.

The problem of slrain-gauge bonding was solved with toe emergence of monolithic piezoarsistise
pressure transducers. These have a typical measurement uncertainly of +0.5% and we err»
the most commonly uted type of diaphragm pressiue transducer. The maanijitoic cell consists ofa
diaphragm made of a silicon toeet into which resislon are diffused durir™ the manufacturing
process. Such pressure transducers can be made very small and are often known as microiraum
Also, m addition to avoiding die difficulty with bonding, such monolitoic silken-measuring
cells have the advantage of being very inexpesuive lo manufacture in large quantities. Ahhough
the iacoavenience of a nonlinear characteristic tenant*. thit it normally overcome by
proceseiag the output signal with an active linearization circuit or iacorporattng the cell
into a microprocessor-baaed intelligent measuring transducer. The later usually provide
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glogiie-inHIligK.il conversion and interrupt facilities within a single chip and give a digital
that U integrated readily into computer coairol scheme» Such instrument» can aba
—fifer automatic temperature compensation, built-in diagnostic», and sirapke calibration
ocedurcs These features allow measurement inaccuracy to be reduced down to a value
~ low as +£0.1% of Wl-tcale reading.

15.3 Capacitive Pressure Sensor

A pfMOtive pressure nmor it simply a diaphragm t>pe device in which diaphragm
~spUceini-ni it determined by measuring the capacitance change between the diaphragm
AK) « roelal plate that is ctote to it. Such device* are in common use and are sometimes
kaown at Baratron xaa%n. K is alto possible to fabricate capacitive elements in a silicon
cfcip and thus form very small microunsort. These have t typical measurement uncertainty
of +02*,

15.4 Fiber-Optic Pressure Sensors

Faber-optk sensors. alko known as optical pressure sensors, provide an alterative metfmd of
meuurinj displacements O diaphragm and Bourdon tube pressure sensors by optoelectronic
ok-ans and enable the resulting sensors to have alower mats and size compared w*h sensors m
which duplacement is measured by other methods. The shutter sensor described earlier in
Chapter 13 it one for* of fiber-optic displacement sensor. Another foms is die futon* sens»*
shown in Figure 15.2 in which light travels from a light source, down an optical fiber,
reflected Kick from adiaphragm, and then travel* had along a second fiber lo a photodetector.
There is a characteristic relationship between die light reflected and the distance from the
fiber ends to the diaphragm, thus making the amount of reflected light dependent on the
diaphragm displacement aad hence the measured pressure.

flpm tS)
Fotomc senior.



ApaH from the TaH and lize advantages of fiber-optic displacement sensors. the
output signal is immune lo electromagnetic noise. However. iBeasurentrni accuracy ,,
usually inferior lo that provided by alternative displacement icnsors, and ihe choice |
iadi sensors also incan a con penalty. Thus. sensors using filter optics to measure |
diaphragm or Bourdoa tube displacement tend U>be limited lo applications where

their small size, low mass, and immunity lo electromagnetic noise are particularly
advantageous.

Apart from the limited use with diaphragm and Bounion tube season, fiber-optic cables
also used in several other ways to measure pressare. A form of fiber-optic pressure sen*),
known as a microbend srmor is sketched in Figure 13.8a. In this, the refractive indei of J
fiber (and hence the intensity of light transmitted) varies according to the mechanical
deformation of the fiber caused by pressure The sensitivity of pressure measurement can J
optimized by applying pressure via a roller chain such that bending is applied periodically (w*
Figure 13.8b). The optima) pilch for the chain varies according to Ihe radius. refractive uvie*;<
and type of cable involved. Microbend tensora are typically used lo measure the small
pressure changes generated in Vortex shedding flowmeters. When fiber-optic sensors me
in the flow measurement role, the alternative arrangement shown in Figure 15.3 can he
used, where a fiber-opoc carte ii merely stretched across the pipe. This often amplifies the
detection of vortices.

Phase-modulating fiber-optic pressure seniors alao exist. The mode of operation of ihe* » a
discussed in Chapter 13.

15.5 Bellows

Bellows, illustrated tchematically in Figure 15.4. are another elastic-element type of 1
pressure sensor that operate on very similar principles to lhe diaphragm pressure w n «J
Pressure changes within die bellows, which are typically fabricated as a seamless uibcfl
of either metal or metal alloy, produce translational motion of the end of (he bellows 1
that can be measured by capacitive, inductive (LVDT), or potentlometric transducers. 1
Different versions cm measure either abtoluie pressure <yp to 2.5 bar) or gauge press* i
(ap to 150 bar). Double-bellows versions also exist that are designed to measure
differential pressures of up lo 30 bar.

Bellows have a typical measurement uncertainly of only +=03», but have a relaltvely |
high manufacturing cost and are prone U>failure Their principle attribute in lhe pas*
has been their greater measurement sensitivity compared with diaphragm sensors

However, advance* in electronic! mean that ihe bigh-tcmllivily requvemem can wa4r
he satisfied now by dsaphragm type devices, and usage of bellows is therefore fall**- |
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15 6 iourdon Tube
v
Yy * emb* e~=dso m elastic element lype of pressure transducer b u relatively
n K *** 14" *«d oneraooly fuf measuring the g mge pte»»un-» Unh m ~iuv an! liquid
ofatpeiutly shaped piece bl oval section. fleiiM e, metal tube tlu it lued it
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one end aad free to move ai die other end. When pressure is applied ai die open, fixed end of thr
tabe. die oval cpom section becomes more circular. In consequence, there is displacement of a*
free ead of the tube. Tbs displacement is measured by some form of displacement tramdutr,
which is commonly « potentiometer or LVDT. Capacitive and optical sensors are also
sometimes used to measure the displacement.

The three common shapes of Bourdon tubes are shown in Figure 15.5. The maximum possible
deflection of the free end of the tube it proportional lo the angle subtended by the arc through
which the tube it bent. Far a C-type tube, the aiaximum value for this arc is aomewfcit
less dwn 360°. Where greater measurement sensitivity and resolution are required, spiral mid
helical lubes are used. These both give much greater deflection at the free end for « given
applied pressure. However, this increased measurement performance it only gained at tfe
expense of a substantial increase in manufacturing difficulty and cost compared with C-type
tabes aad it also associated with a large decrease in the maximum pressure that can be
measured. Spiral and helical types are sometiaiet provided with a routing pointer that
moves against a scale to give a visual indication of the measured pressure.

C-type tubes are available for measuring pressures up to 6000 1Ivr. A typical C-type tube of
25 mm radius has a maximum displacemeat travel of 4 mm, giviag a moderate level bl
measurement resolution. Measurement inaccuracy it typically quoted at + 1% of full-scale

X
<a)Cdua
(bl Sptrd lyp*
Unknown
pMmmre
nprtiSs

Three form* ofa Bourdon tube



A-flcOK» Similar accuracy is available from helical and spiral types, bul while (he
~ N rttn cni resolution is higher, (he nuunui pressure measurable is only TOO bar

«lk esjstrncr of one potentially major source of error in Bourdon tube picsaire measarancaM
Ao iwt been widely documented. and few manufacturer, of Bourdon lubes make any attempt o
USer. of their products appropriately. The proNrm it concerned wiUi the relationship
heiween tie fluid being measured and the fluid used for calibration. The pointer of Bourdoa
pbesitnormally set at zero during manufacture, using air as the calibration medium. However,
ifa Afferent fluid, especially a liquid, is subsequently used with a Bourdon tube, (he fluid in the
pbe will cause a nonzero deflection according to its weight compared with air. resulting ia a
reading error of up to 6%. This can be avoided by calibrating the Bourdon tube with the flaid k>
nKasured instead of with air. assuming of course that the utei is aware of the problem.
Aheim tivfl). correction can be made according to the calculated weightof the fluid in /le tube.
| ifforturuu-1y. difficulties arise with both of these solutions if air is trapped in the tube, as *is
will prevent the lube beiag filled completely by (he fluid. Then, the amount of fluid actually in
ihe Mbe. and its weight, wiM be unknown.

In conclusion, therefore. Bourdon tubes only have guaranteed accuracy limits when measuring
Maeom pressures. Their uae for accurate measurement of liquid pressures poses great
Afficuliy unless the gauge can be toully filled with liquid during both calibration and
gMMuremrnt. a condition that it very difficult to fulfill practically.

15.7 Manometers

Manometers are passive lattmments thal give a visual indication of pressure values. Various
types exist.

1S.7.1 UTube Maeemeter

The U-tube manometer, shown in Figure 15.6a, is the most common form of manometer.
Applied pressure causes a displacement of bquid inside the U-shaped glass tube, and output
pressure reading P is wade by observing the difference, h. betweenthe level of liquid in tfie two
halves of the tube A and B.. according to the equation P = hpg. where p is the specific gravity of
*e ffcad If an unknown pressure is applied to side A, and side B is open to the atmosphere, the
ou”™xu reading is gauge pressure. Alternatively, if side B of Ihe lube is sealed and evacuated, the
Mdw reading is absolute pressure. The U-tube manometer also measures the differential
Pleasure. </ -p,), according lo the expretsnn </~ -pj)-hpg. if two unknown pressures p,
Md ~ are applied, iwpectivety. to lidci A and B of the tube.

Ay m readings from U-take manometers ate «abject lo atror. principally because it ia very
dtfboait ie>judge exactly where the meniscus levels of the liquid are bl the two halves of the
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Three form» o f manometer (a) U tube, (b) well type, and <c) «dined type.

uAe. In absolute press** measurement, an additional error occurs because it is impossible to
totally evacuate the dosed end of the tube.

U-tufce manometers mt typically used to measure gauge and differential pressures up lo about
2 btt. The type of liquid used in the instrument depends on the pressure and characteristics of
the fluid being measured. Water is an inexpensive and convenient choice, but it evaporates
easily and is difficult lo see. Nevertheless, it is used extensively, with the major obstacles lo ib
use hetng overcome by using colored water and by regularly topping up the tube to couateraci
evaporation. However, water is definitely not used when measuring the pressure of fluids that
react with ordissolve in water. Water is also unsuitable when high pressure measurements ate
required In such circumstances, liquids suck as aniline, carbon tetrachloride, bromofomi
mercury, or transformer oil are used instead.

15.1* WtU-TyptkkTw TW r (C3i=>»nr MmmimeUr)

The well-type or cistern manometer, shown in Figure 15.6b, is sntilar lo a | '-tube nMnonk«c<
bat one-half of the tube is Made very large so that it forms a well. The change in the levd of *e
well as the measured pseisare varies is negligible. Therefore, the liquid level in only m t Itrfr



tobeeeasurcd, makfv the instrument much easier to use than the U-tube manometer
N ,W n ptetture. Pi. » applied to port 1 and port O it open to the atmosphere. the
+ pressure is given by p, wrhp. It migfct appear that the instrument would give belter
r accuracy than the U-tube manometer because the need to subtract two liquid level
N~~rm enis in order to arrive at the pretsure value is avoided However, this benefit is
K~M fed by errors that anv due lo typical cvoaa-aectional urea variation! in the gluts used
mtt<-the lube. Such variations do not affect die accuracy of Ibe U-tube manometer to

extent.

15.7.3 Inclin'd (Draft Gauge)

The inclined manometer or draft gauge shown r> Figure 15.6¢c it a variation on tbe well-type
~nometer in which one leg of the lube it indeed to mcreate measurement sensitivity.

However, similar comment* to thoie given earlier apply about accuracy.

15.8 Resonant Wire Devices

A typical retonani wire device it shown schematically in Figure 15.7. Wire is stretched acmes
adumber containing fluid at unknown proeare subjected to a magnetic field. The wire
jesooates al its natural frequency according to its tension, which varies with pressure Thus

115.7
Rttonare ww drvicc
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pressure is calculated by Measuring the frequency of vibration of the wire. Such frequency
measurement is normally earned out by electronics integrated w*o the ceil Such devices arc
highly accurate, with atypical inaccuracy figure being +0.2% full-scale leading. They aw abo
particularly insensitive lo ambsenl condition changes and can measure pressures between

$ mhar and 2 bar.

15.9 Electronic Pressure Gauges

This section is included because many instrumert manufacturer;/' catalogues have a tectum
entitled “electronic pressure gauges.” However, in reality, electronic pressure gauges are
merely special forms of the pressure gauges described earlier in which electronic technique-,
are applied to improve performance All of the folowing commonly appear in instruaiem
catalogue* under the headmg “electronic pressure gauges."

Piezoresistive pressure transducer: This diaphragm-type tensor uses piezoresistive stram
gauges to measure diaphragm displacement.

Piezoelectric pressure transducer: T hii diaphragm-type senior uses a piezoelectric crystal
to measure diaphragm displacement.

Magnetic pressure transducer: This clam of diaphragm-type device measures diaphragm
displacement magnetically using inductive. variable reluctaace. or eddy current tensor*
Capactive pressure transduter This diaphragm-type sensor meaiures variation ia
capacitance between the diaphragm and a fixed metal plate dose to it.

Fiber-optic pressure sensor: Known alternatively as an optical pressure sensor, this uses a
fiber-optic sensor to measure the displacement of either a diaphragm or a Bourdon tube
pressure sensor.

Patentiom etric pressure sensor: This is a device where the translational motion of a
bellows-ty pe pressure sensor is connected to the sliding element aiaa electrical
potentiometer

Resonant pressure transducer: This is « form of resonant wire presaure-measuring device
in which the pressure-induced frequency change is measured by electronics integrated into
the device.

15.10 Special Measurement Devices for Low Pressures

The term vacuum gauge it applied commonly to describe any pressure tensor designed to
measure pressures in the vacuum range (pressures less than atmosphere; pressure. i-e.. belo»
1-013 bar). Many «penal versions of lhe types of pressure transducers described earlier have
been developed for measurement in the vacuura gauge. The typical arin u a pressure
meawreable by these special forma of "normal” pressure-mcatunag mammons are 10 mb»
(Boudoa tubes). 0.1 mbar (manometer* and bellows-type instruments), and 0.001 mhar



m i.Aienisi However, id addition lo thete special versions of normal instrument*, a
—efcar«f other device* have been specifically developed for measurement of pressures below
~Bospbcnc pressure. Theee special device* include the thermocouple gauge, the Pirani

my tie thermistor fauge. the McLeod gauge, and the ionization gauge, and they a*e
covered m more detail neu. Unfortunately, all of these specialized instrument» are quite

eipemivf
15.10.1 Tbrmoemtp/e Gatgr

Tbe trrnnKouple gauge is one of a group of gaaget working on the thermal conductivity
principle At low pretsarc. the kinematic theory of gases predicts a linear relationship between
pressure and thermal conductivity. Thus measurement of thermal conductivity gives aa
yA m rn nfpressure. Figure 15.8 shows a sketch of a thermocouple gauge. Operation of the
depends on the thermal conduction of beat between a thin hot metal strip in the center and
fte cold outer surface of a glass lube llhat is normally at room temperature). The metal strip is
iKated by passing a current through it and it* temperature is measured by a thermocouple.
The temperature measwed depends on the thermal conductivity of the gas m the tube and henoe
on ita pressure A source of error in this instrument is the fact that heal it also transferred
by radUtion as well as conduction. This error is of a constant magnitude, independent of
pressure Hence, it can be measured, and tbns correction can be made for iL However, it it
usually more convenient to design for low radiation loss by choosing a heated element with low
emissivity Thermocouple gauges are typically used to measure pressures in the range
10 4mbar up lo | mhar.

Thermorauptr gsugt.
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15.10.2 Thermistor Gauge

Thi* is identical in iu mode of operation to a thermocouple gauge except that a thentustor
ii used to measure the temperature of ihe metal strip rather than a thermocouple. 11 ii
commonly marketed under the name electronic vacuum gauge in a fotra that includes n
digital light-emitting diode display and switchable output ranges.

15.10.3 Piram Gauge

A typical form of Piraai gauge is shown in figure 15.9a. This is similar U>a thermocouple gauge
but has a heated elemeat that consist* of four coiled tungsten wires connected in parallel. Two
identical lubes are normally used, connected in a bridge circuit, at shown in Figure 15.9b.
with one containing the gas at unknown pressure and the other evacuated to a very low
paetsare. Current is passed through the tungsten element, which attaas a certain temperuiut-
accordmg to the thermal conductivity of the gaa. The resistance of tie element changes with
temperature and causes an imbalance of the measurement bridge. Thus, the Pirani gauge
avoids tie use of a thermocouple to measure temperature (as in lhe thermocouple gauge) by
effectively using a retistaace thermometer as the heated element- Suck gauges cover tbe
pressure range 10" k>1 mhar.

1S.10.4 MclLeod GO*&

figure 15.10a shows the general form of a McLeod gauge in which low-pressure fluid is
compressed to a higher pressure that is then read by manometer techniques. In essence, the
gauge can he visualized asa U-tube manometer that is sealed al one end and where the bottom

ftgen 15.*

(a) Pirani gauyt and (b) Wheatstone bridpt circuit used to measure output.

RnuureM* 4*1

Flpr* 15.10
Other low-pweu* gauges: (a) McLeod gauge and (b) iontraoon gauge

of0* U can be blocked * will. To operate the gaage. the piston is first withdrawn. This cautes
*e level of mercury * (be lower pan of d r gauge to fall below die level of junction |
between /e two tubes mailed Y and Z in Ae gauge. Fluid at unknown pressure P . it the*
introduced via ihe tube marked Z, from where it also flows into the tube of cross-sectional area
A aiarked Y. Next, the piuon is pushed in. moving the mercury level up to block junctioa .
Al Ihe stage where J it just blocked, the fluid in lube Y it al pressure P. and is contained in a
blown volume. V*. Rather movement of the piston compresses the fluid in tube Y and this
process continues until the mercury level in tube Z teaches a nes» mark. Measurement of
lhe height (A) above the mercury column in tube Y then allows calculation of the compressed

volume of the fluid. K«, asVr=hA.
Then, by Boyle’a law:
Also, applying the normal manometer equation. Pr =PK+hpg, where p it the mass density

of mercury the pressure. Pmcan be calculated at

P ok (13.1)
" V.-Ak

Coetpressed volume V', it often very atuch mailer than the original volume, in whkfc
osa liguation (15.1 >approximate! to

/,=** farA* « V . <««>



Although the smallest inaccuracy achievable with McLeod gauges is + 1%. this if Mill heu,,
than that achievable with most other gauges available for measuring pressures in this ran”r
Therefare. the McLeod gauge is often used as a standard again* which other gauges »e
calibrated. The minimum pressure normally measurable it 10" ' mbar. afehnugh lower pressure»
can be measured if pressure-dividing techniques are applied.

IS. 10.5 lonization C iutgr

The ionization gauge is a special type of instrument used for measuring very low pressures a
the range 10~10lo | nihar. Normally, they are oely used in laboratory conditions because U *,r
calibration is very sensitive to the composition of the gases in which they operate, and use ofa
mass spectrometer is often necessary to detetmine the gas composition around them. They exiu
in two forms known as a hot cathode and a cold cathode. The hot cathode form is shown
schematically in Figure 15.10b. In this, gas of unknown pressure is introduced into a glass
vessel containing free elections discharged from a heated filament, at diown in Figure 15.10b.
Gas pressure is deterauned by measuring the current flowing between an anode and a cathode
within the vessel. This current is proportional to the number of was per unit volume, which m
turn is proportional lo the gas pressure. CoH cathode ionization gauges operate in a similar
fashion except that the stream of electrons k produced by a high voltage electrical discharge

15.11 High-Pressure Measurement (Greater than 7000 bar)

Measurement of presaaes above 7000 bar is normally carried out electrically by monnonng
the change of resistance of wires of special materials. Materials having resistance pressure
characteristics that are suitably linear and sensitive include manganin and gold-chromium
alloys. A coil of such wire is enclosed in a sealed, kerosene-filled, flexible bellows, as shown ai
Figure IS. 11. The unknown pressure is applied to one end of the bellows, which tnuwmit
pressure to the coil. The magnitude of the applied pressure is then determined by measuring the
coil resistance. Devices are often named according to the metal used in them, for example.
Tanuamn wire pressure seasor and foid-ckromium wire pressure sensor. Pressures *p lo
30.000 bar can be measured by devices such as the manganin wire pressure sensor, with a
typical inaccuracy of +£0.5*.

15.12 IntaRigent Pressure Transducers

Adding microprocessor power to pressure transducers brings about snbeantial iwprovonen*-
in iheir characteristics Measurement sensitivity improvement, extended measurement range.

ion for hyaem tt and other nonlmearaiev and correction far ambient tem peras
aad pressure changes are jna some of the facilities offered by inteligcat pressure transducer*
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1S.11
Higb-pres»ur* metsurrmeit; wvt col in britows

for example, inaccuracy value* as low at =0 H can be achieved with silicon pie/oresistive-
bridge devices.

laclution of microprocessors has alio enabled the uie of novel techniques of displacement
measurement, for example, the optical meted of displacement ineaturemeat Aown m
n 15.12. In thit. the motion it trantmuied to a vane thal progrettively thades one of two
olittiic photodiodes exposed to infrared rackattoa The second photodiode acts at a
ijirence. enabling the microprocessor lo compute a ratio signal thal it lieearixed and it
e as either an analogue or a digital measurement of pretiert The typical meamremeat
mMoncy it £0.1%. Vertkas of both diaphragms and Bourdon tubes that use this technique
m K available

15.13 Differential Pressure-Measuring Device*

Differential pressure-measuruig devices have two input ports. One unknown pressure it applied
to each port, and instrument output it the difference between the two pressures. An alternative
I* measure differential prev-ure would be u>measure each pressure with a separate
instrument and then subtract one reading from the other However, this would produce a far less
eecuiate measurement of the differential pressure because of the well-known proMem Out the
poce» of subtracting measurements amplifies the inherent inaccuracy in each individual
toeaturement This it a particular problem when measuring differential pressures of low

Deferential pressure can be measured by gxcial forms of many of the pressure-measuring
device» described earlier Diaphiagm pressure «earnrs. and their pie/oresislrse. piezoelectric.
= <fneic. capacitive, and fiber-optic named variants. are all commonly availaMe in a
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15.12
tum pWofan intelligent pruw re-measuring incmiMnt.

deferential-pressure-measuring form in whkb Ihe two pressures lobe subtracted are applied o
either side of the diaphragm. Double-bellows pressure transducers (including devices known as
potentiometric pressure transducers) are also used, bul are much lets common than diaphragm
based sensors. A special form of U-tube manometer is alao sometimes used when a visual
indication of differential pressure values it required. This has the advantage of being a passive
instrument thal does not require a power supply and it ia used commonly in liquid flow-rate

15.14 Selection of Pressure Sensors

Choice between the various types of instruments available for midrange pressures
(1.013-7000 bar) ia umally strongly influenced by the intended Manometers a»c
used commonly when just a visual indication at pressure level ia and dead-wet#*-
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because of Iheir superior accuracy, are ased in calibration procedures of other
‘“Ne-measurmg device*. When an electrical form of output is required, the choice
Utfiaaly eilher one out of ihe several type* of diaffcngm sensor» tstrain gauge, ptc/orcsistrve.
rie*o*|ec,r'c- ma8rest!' capacitive, or fiber optic) or. less commonly, a Bourdon labe.
pjowviyiw instruments air also sometime* used for this purpose, hut much less frequently
if very Wgh measurement accuracy is required, the resonant wire device is a popular

«fcoicc.

|a the ca*e of pressure measurement in the vacuum range (leu than atmospheric pressure.
Le- below 1.013 bar), adaptations of mo* of the types of pressure transducers described
earlier can be used. Special forms of Bourdon tubes measure pressure* down to 10 mbar.
r —«wnrir;-. and bellows-type instruments measure pressures down to 0.1 mbar. aad
jyphragm» can be designed lo measure pressures down lo 0.001 mbar. However, a number
gf more specialized instruments have also been developed to measure vacuum pressures,
p discasset! in Section 1S.10. These generally give better measurement accuracy and
easkivit) compared with instruments that are designed primarily for measuring midrange
pressures This improved accuracy is particularly evident at low pressures Therefore. onkK
die special instrument' described in Section IS. 10 are used lo measure pressures below
X T "' mbar

Al hini pressures (>7000 bar). the only devices ai common use are the manganin wire senstw
aad similar device* baaed oa alternative alloys to manganin.

For differential pressure measurement, diaphragm lype sensors ate the preferred option. wi<i
4o0abk-hell«u s sensors betag used occasionally. Manometers are also sometimes used to giwe
vtsaal indication of differential pressure values (especially in liquid flow-rate indicators).
These are passive malmmeats that have the advantage of not needing a power supply.

15.1S Calibration of Pressure Sensors

Different type* of reference instruments are ased according to the range of the pressure
mensuring instrument being calibrated. In the midrange of pressure* from O 1 mbar to 20 bar.
L-tube manometers, dead weight gauges, and baroaieters can all be used as reference instruments
f<*caibration purposes. Tbe vibrating cyliader gauge also provides a very accurate reference
“ endard over pan of <us range. A I high pressure* above 20 bar, a gold-chrome alloy rewstanoe
"tferemoe instrument it nonaally used. For low pressure* in the rmge of 10'1lo 1<T* mbar,

the McLeod gauge aad various forms of micaoraanumetets are used as a pressure-measuring
,1*fari Al even lower pTawae» below 10'* mfaar. a pressure-dividing technique it used to
=e<Mallcalibration. Ha* involves setting upa serie* of orifices of an accurately known preamk
r**) and measuring the vpmreaw pressure wtfb « McLeod gauge or micmmanometer
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The limits of accuracy with which pressure can be measured by presently known techniques Irc
at foilowt:

10“7mbar +4%*
10-5 mbar +2*
10-3 mbar +1*
10-* mbar +0.1*

1 bar +01)01%
104 bar +0.1%

I1S.15.1 Reference Calibration Instruments

Dead-wttgfit gauge (pressure balance)

The dead-weight gauge, alto known by the alternative names of piston gauge and pressure
balance. it shown in schematic form in Figure 15.13. It is a null-reading type of measuring
instrument in which weights are added to die piston platform until the piston it adjacent to a
Tuied reference mark, at which time the downward force of the weights on top of the piston is
balanced by the pressure exerted by the fluid beneath the piston. The fluid pressure is therefore
calculated in terms of the weight added to the platform and the known area of the piston The
instrument offers the ability to measure pleasures to a high degree of accuracy and it widely
uted at a reference instrument against which other pressure-measuring instruments arc
calibrated in the midrange of pressures. Unfortunately, its mode of measurement makes it
inconvenient to use and is therefore rarely used except for calibration duties.

Special precautions ate necessary in lhe manufacture and use of dead-weight gauges. Friction
between the piston and the cylinder must be reduced to a very low level, as otherwise a

significant measurement error would result. Friction reduction it accomplished by designing
for a small clearance gap between the piston and the cylinder by machining the cylinder to a
slightly greater diameter than the piston. The piston and cylinder are also designed so that they

Figur* 1S .13
Schem atic representation ofa dead'
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be tamed relative to one another, which reduce* friction still further. Unfortunately, as a
Intuit oftbe «=11 gap between the piston and the cylinder, there is a finite flow of fluid past the
teals. This produce* i vitcou* (hear force, which pertly balances the dead weight on die
olarfoon- A theoretical formula exist* for calculating the magnitude of this shear force,
suggesting (hat exact correction can be made for it. In practice, however, the piston deform»
under pressure and alters the piston/cylinder gap and so shear force calculation and correction
c»n only be approximate.

Despite thoe difficulties, the instmment gives a typical measurement inaccuracy of only
+0X)14b-1* i* normally used for calibrating pressures in the range of 20 mbar up to 20 bar.
However, special versions can measure pressures down lo 0.1 mbar or up to 7000 bar.

lI-tube mtnoeneter

In addition to it* use for normal process measurements, the U-tube manometer is also used asa
reference instrument for calibrating instruments measuring midrange pressures. Although il
is adeflection rather than null type of instrument, it manages to achieve similar degrees of
gKasuremcnt accuracy to the dead-weight g»uge because of the error sources noted in the laner.
The major source of error in U-tube manometers arises out of the difficulty in estimating the
meniscus level of the liquid column accurately. There is also a tendency for the liquid level to
creep up lhe tube by capillary action, which creates an additional source of error.

U tubes for measuring high pressures become unwieldy because of the long lengths of liquid
column and tube required. Consequently. U-tube manometers are normally used only for
calibrating pressures at the lower end of ihe midpressure range.

The mostcommonly used type of barometer for calibration duties is the Fortin barometer. This
it a highly accurate instrument that provides measurement inaccuracy levels of between +0.03
and +£0.001% of full-scale reading depending on the measurement range. To achieve such
levels of accuracy, the instrument has to be used under very carefully controlled conditions
" lighting, temperature, and vertical alignment. It must alio be manufactured lo exacting
mMdards and it therefore very expen*ive to buy. Correction* have lo be made lo the outpta
~mding according to ambient temperature, local value of gravity, and atmospheric pressure.
Because of it* expense and difficulties in using it, the barometer is not normally used for
~mibration other than a* a primary reference standard al the lop of the calibration chain.

Vibrating cylinder plugt

ft* vibraling cylinder gauge, shown in Figure 15.14, acts as a reference standard instrument fat
pressure measurements up lo .45bar. 1l coniisLs of a cylinder in which vibrations at
resonant frequency are excited by a cuirent-carrying coil. The pressure-dependent
frequency is monitored by a pickup coil, and this frequency measurement is
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Figure 1S.14
Vibrating cylinder gauge.

converted lo a voltage signal by a microprocessor and signal conditioning circuitry contained
within the package. By evacuating the space on the outer side of the cylinder, the instrumenl is
able to measure Ihe absolute pressure of the fluid inside the cylinder. Measurement errors are
less than 0/105* over the absolute pressure range up to 3.5 bar.

Cold-chrome alloy resistance instruments

For measuring pressures above 7000 bar. an instrument based on measuring the resistance
change ofa metal coil as the pressure varies is used, and the same type of instrumenl is also used
for calibration purposes. Such instruments commonly use manganin or gold-chrome alloys for
the coil. Gold-chrome has a significantly lower temperature coefficient (i.e., its pressure/
resistance characteristic is less affected by temperature changes) and is therefore the normal
choice for calibration instruments, despite its higher cost. An inaccuracy of only £0.1% is
achievable in such devices.

McLeod puge

The McLeod gauge, which has already been discussed earlier in Section 15.10. can be used for
the calibration of instruments designed lo measure low pressures between 10~4and 0.1 mbar
(I0 -7 to 10~4bar).

lonization ptvge

An ionization gauge is used lo calibrate instruments measuring very low pressures in the range
10'Blo 10~3bar. It has the advantage of having a straight-line relationship between output
reading and pressure. Unfortunately. ils inherent accuracy is relatively poor, and specific points
on its output characteristic have to be calibrated against a McLeod gauge.
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Figure 1s.1t
Centrifugal micromanometer

= MknmonomeUn

I Micromanomcters art instruments thal work on ihe manometer principle but are specially
designed lo minimize capillary effects and meniscus reading errors. The centrifugal form
of a nicromanometcr. shown schematically in Figure 15.15, is the most accurate type
for use as a calibration standard down to pressures of 10*' mbar. In this, a rotating disc

"T Bves_loamplify a reference pressure, with Ihe speed of rotation being adjusted until Ihe
pressure just balances the unknown pressure. This null position is delected

ing when oil droplets sprayed into a glass chamber cease lo move. Measurement
inaccufllcy is =+ 1%.

es of micromanometers also exist, which give similar levels of accuracy, but onls at
somewhat higher pressure levels. These can be used as calibration standards at pressures up >
SO mbar.

15.15.2 Calculating Frequency e f Calibration Cheeks

Son* pressure-measunng instruments are very stable and unlikel) lo suffer drift in characlensucs
*ith lime. Devices In this class include resoiant wire devices. ioni/alnm gauge*, and high
Pressure instruments (those working on the principle of resistance change with pressure». A i
forms of manometers are similarly stable, although small errors can develop in these ihfough
m yolumetnc changes in the glass in the longer term. Therefore, for all these instruments, ooly
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annual calibration checks ait recommended, unless of come something happens to the
instrument that puts its calibration into question.

However, most instruments used to pressure consist of an elastic element and a diiplacemcni
transducer that measures its movement. Both of these component parts are mechanical in
nature. Devices of this type include diaphragms, bellows, and Bourdon tubes. Such instruments
can suffer changes in characteristics for a number of reasons. One factor is the characteristics of
the operating environment and the degree to which the instrument is exposed to it. Another
reason is die amount of mishandling they receive. These parameters are entirely dependent bn
the particular application the instrument is used in and the frequency with which it is used and
exposed lo the operating environment. A suitable calibration frequency can therefore only be
determined on an experimental basis.

A third class of instrument from the calibration requirements viewpoint is the range of
devices working on the thermal conductivity principle. This range includes the thermocouple
gauge. Pirani gauge, and thermistor gauge. Such instruments have characteristics that vary
with the nature of the gas being measured and must therefore be calibrated each time that they
are used.

15.15.3 Procedures for CeSkretioe

Pressure calibration requires the output reading of the instrument being calibrated to be
compared with the output reading of a reference standard instrument when the same pressure is
applied lo both. This necessitates designing a suitable leakproof leal to connect the pressure
measum* chambers of the two instruments.

The calibration of pressure transducers used for process measurements often has to be earned
out in situ in order lo avoid serious production delays. Such devices are often remote from the
nearest calibration laboratory and to transport them there for calibration would take an
unacceptaHy long time. Because of this, portable reference instruments have been developed
for calibration at this level in the calibration chain. These use a standard air supply connected to
an accurate pressure regulator to provide a range of reference pressures. An inaccuracy of
+0.025% is achieved when calibrating midrange pressures in this manner. Calibration at higher
levels in the calibration chain must, of course, be carried out in a proper calibration laboratory
maintained in the correct manner. However, irrespective of where calibration is carried out.
several special precautions are necessary when calibrating certain types of instrument, as
described in the following paragraphs.

U-tube manometers must have their vertical alignment set up carefully before use. Patticul.n
care must also be taken to ensure that there are no temperature gradients across the two
halves of the lube. Such temperature differences would cause local variations in the specific
weight of the manometer fluid, resulting in measurement error*. Correction must alio be
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made <**|ocal value * (acceleration due to gravity). These comment* apply similarly to
0~ ksc of other type* of manometers and micromanometers».

The eyuencc of one potentially major source of error in Bourdon lube pressure measurement
~  not been widely documented, and few manufacturers of Bourdon lubes make any utten** to
Wam users of their products appropriately. This problem is concerned with the relationship
between the fluid being measured and the fluid used for calibration. The pointers of Bourdon
tubes are normally set at zero during manufacture, using air at the calibration medium.
However, if a different fluid, especially a liquid, it subsequently used with a Bourdon tube,
the fluid in the tube will cause a nonzero deflection according lo its weight compared with air.
resulting in a reading error of up to 6% of full-scale deflection.

This can be avoided by calibrating the Bourdon tube with the fluid to be measured instead of
with air. Ataematively, correction can be made according lo the calculated weight of the fluid «
the tube. Unfortunately. difficulties arise with both of these solutions if air is trapped in the tube,
u this will prevent the tube being filled completely by the fluid. Then, the amount of fluid
=dually ia the tube, and its weight, will be unknown. To avoid this problem, at lead one
manufacturer now provides a bleed facility in the tube, allowing measurement uncertainties of
less than 0.1% to be achieved.

When using a McLeod gauge, care must be taken to ensure that the measured gas does not
contain any vapor. This would be condensed during the compression process, causing a
measurement error. A further recommendation is insertion of a liquid-air cold trap between the
gauge and the instrument being calibrated to prevent the passage of mercury vapor into the lans.

15.16 Summary

We started the chapter off by looking at the formal definitions of the three ways in which
pressure is quantified in termsof absolute, gauge, and differential pressure. We then went Oato
look at the devices used for measuring pressure in three distinct ranges: normal, midrmge
Pressures between 1013 bar (the mean atmospheric pressure) and 7000 bar. low or vacuam
Pressures below 1.013 bar, and high pressures above 7000 bar.

We saw that a large number of devices are ivailable (or measurements in the "M nnarl range.
Of d*se. sensors containing a diaphragm are used most commonly. We looked at the type of
material used for the diaphragm in diaphragm-based sensors and also examined the different
w,y *In which diaphragm movement can be measured. These different ways of measurmg
diaphragm displacement give rise lo a number of different names for diaphragm based senvnrv
*nch as capacitive and fiber-optic (optical) sensors.

Moving on. we examined various other devices used to measure midrange pressures. These
P**d *| bellows sensors. Bourdon tubes, several types of manometers, and resonant wire
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sensors. We also looked al the range of devices commonly called electroaic pressure gauges.
Muwy of these are diaphragm-based sensor» thal use an electronic means of measuring
diaphragm displacement, with names such as piezoresistive presture sensor, piezoelectric
pressure sensor, magnetic pressure sensor, and potentiomctric pressure senior.

We then went on lo study the measurement of low pressures. To start wiih. we observed thai
special forms of instruments used commonly to measure midrange pressures can measure
pressures below atmospheric pressure instruments (Bourdon tube» down to 10 mbar. bellows,
type instruments down to 0.1 mbar. manometers down to 0.1 mbar. and diaphragm-bated
sensors down lo 0.001 mbar). At well as these special versions of Bourdon tubes, several other
instruments have been specially developed to measure in the low-pressure range. These include
thermocouple and thermistor gauges (measure between 10” 4and 1 mbar). the Pirani gauge
(measures between 10"5and | mbar). the McLeod gauge (measures down to 10_| mbar or even
lower pressures if it is used in conjunction with pressure-dividing techniques), and the
ionization gauge (measures between 10"10to 1 mbar).

When we looked al measurement of high pressures, we found that our choice of instrument was
much more limited. All currently available instruments for this pressure range involve moni-
toring the change of resistance in a coil of wire made from special materials. The two most
common devices of this type are Ihe manganin wire pressure sensor and goltf-chromium wire
pressure sensor.

The following three sections were devoted to intelligent pressure-measuring devices, instruments
measuring differential pressure, and some guidance about which type of device to use in partic-
ular circumstances.

Then our final subject of study in the chapter was the means of calibrating pressure-measuring
devices. We looked at various instruments used for calibration, including tfie dead-weight
gauge, special forms of the U-tube manometers, barometers, ihe vibrating cylinder gauge,
gold-chrome alloy resistance instruments, the McLeod gauge. Ihe ionization gauge, and micro-
manometers. We then considered how lhe frequency of recalibration should be determined for
various kinds of pressure-measuring devices. Finally, we looked in more detail al the appro-
priate practical procedures and precautions that should be taken for calibrating different types
of instruments.

15.17 Problems

151. Explain the difference among absolute pressure, gauge pressure, and differential
pressure. When pressure readings are being written down, what is the mechanism for
defining whether the value is a gauge, absolute, or differential pressure'l

152. Give examples of situations where pressure measurements are normally given as (a)
absolute pressure, (b) gauge pressure, and (c) differential pressure.
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Summarize the main classes of devices used for measuring absolute pressure.
Summarize the main classes of devices used for measuring gauge pressure.
Summarize the main classes of devices used for measuring differential pressure.
Explain what a diaphragm pressure sensor is What are the different materials awd m
construction of a diaphragm pressure sensor and what are their relative merits.’
Strain gauges are used commonly lo measure displacement in a diaphragm prrvsutr
tensor. What vre the difficulties in bonding a standard strain gauge to the diaphragm
and how we these difficulties usually solved?

What are the advantages in using a monolithic piezoresistive displacement transducer
with diaphragm pressure sensors?

What other types of devices apart from strain gauges are used to measure displacement
in a diaphragm strain gauge? Summarize the main features of each of these alternative
types of displacement sensors.

Discuss the mode of operation of fiber-optic pressure sensors. What are their principal
advantages over other forms of pressure sensors?

What are bellows pressure sensors? How do they work? Describe some typical
applications.

How does a Bourdon lube work? What are the three common shapes of Bourdon tubes
and what is the typical measurement range of each type?

Describe the three types of manometers available. What is the typical measurmten
range of each type?

What it a resonant wire pressure-measuring device and what is it typically used fcx?
What is an electronic pressure gauge'.’ Discuss the different types of electronic gauges
that exist.

Discuss the range of instruments available for measuring very low pressures (pressures
below atmospheric pressure).

How are high pressures (pressures above 7000 bar) normally measured?

What advantages do intelligent pressure transducers have over their nonintelligenl
counterparts’

A differential pressure can he measured by subtracting Ihe readings from two separate
pressure transducers. What is the problem wuh this? Suggest a better way of measuring
differential pressures.

How are pressure transducers calibrated? How is a suitable frequency of calibration
determined?

Which instruments are used as a reference standard in the calibration of press*rc
tentors?
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16.1 Introduction

We now move on lo look al flow measurement in this chapter. Flow measurement is concerned
with quantifying the rate of flow of materials. Such measurement is quite acommon requirement
in the process industries. The material measured may be in asolid liquid, or gaseous state. When
the material is in a solid stale, flow can only be quantified as ihe mass flow me. this being the
mass of material that flows in one unit of time. When lhe material is in a liquid or gaseous state,
flow can be quantified as either the mass flow rate or Ihe volume flow rale, wuh the latter being
the volume of material that flow* in one unit oftime. O f the two, a flow measurement in terms of
mass flow rale is preferred if very accurate measurement is required. The greater accuracy of

mass flow measurement arises from the fact that mass is invariant whereas volume i* a variable
quantity.

A particular complication in die measurement of flow rate of liquids and gases flowing in
pipes is the need lo consider whether the flow is laminar or turbulent. Laminar flow is
characterized by a motion of the fluid being in a direction parallel to Ihe sides of the pipe, and
it occurs in straight lengths of pipe when the fluid is flowing at a low velocity. However, it
should be noled thal even laminar flow is not uniform across Ilhe cross section of the pipe, with
ihe velocity being greatest al the center of the pipe and decreasing to zero immediately
next to the wall of the pipe. In contrast, turbulent flow involves acomplex pattern of flow thal
is not in a uniform direction. Turbulent flow occurs in nonslraighl sections of pipe and also
occurs in straight sections when the fluid velocity exceeds a critical value. Because of the
difficulty in measuring turbulent flow, the usual practice is lo restrict flow measurement
lo places where the flow is laminar, or at least approximately laminar. This can beachieved by
measuring lhe flow in ihe center of a long, straight length of pipe if the flow velocity is below
the critical velocity for turbulent flow. In the case of high mean fluid velocity, il is often
possible to find somewhere wiihin the flow path where a larger diameter pipe exists and
therefore the flow velocity is lower.
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16.2 Mp»ss Flow Rate

The method used to measure nuu flow rate is determined by whether the measured quantity is
u ( solid, liquid, or gaseous state, as different techniques are appropriate for each. The mam
technique* available for measuring Tan flow rate are summarized here.

16.2.1 C***yor-B*M d Methods

Conveyor-based methods are appropriate for measuring the flow of solids in the form of
powders or small granular particles. Such powders and particles are produced commonly by
crushing or grinding procedures in process industries, and a conveyor ii a very suitable
means of transporting materials in this form. Transporting materials on a conveyor allows the
mass flow rate to be calculated in terms of the mass of material on a given length of conveyor
multiplied by the speed of the conveyor. Figure 16.1 shows a typical measurement system. A
load cell measures the mass. M. ot material distributed over a length. L. of the conveyor. If the
conveyor velocity is v, the mass flow rate. Q. is given by

Q=Mv/L

As an alternative to weighing flowing material, a nuclear mass-ftow sensor can be used, in
which a y-ray source is directed at the material being transported along the conveyor. The
material absorbs some radiation, and the amount of radiation received by a detector on the other
side of the material indicates the amount of material on the conveyor. This technique has
obvious safety concerns and is therefore subject to licensing and strict regulation.

16.2.2 Coriolit Flowmeter

A* well at sometimes being known by the alternative name of inertialflowmeter, the Conolk
flowmeter is often referred to simply as a massflowm eter because of Us dominance w the
mass flowmeter market. However, this assumption that a mass flowmeter always refers to a
Conolis meter is wrong, as several other types of devices are available lo measure mass flow,
although it is true to say that they are much less common than Coriolis meters.

M M

figure 1C1
Conveyor-based masa-dow-rac* measurement.



Coriolis meter\ are used primarily to measure the mass flow rate of liquids, although they hayc
also been used successfully in some gas-flow measurement applications. The flowmeter
consists either ofa pair of parallel vibrating tubes or as a single vibrating tube that ii formed Inlo
a configuration that has two parallel sections. The two vibrating tubes (or the two parallel
sections of a single tube) deflect according lo the mass flow rate of the measured fluid that is
flowing inside. Tubes are made of various materials, of which stainless steel is the most
common. They are also manufactured in different shapes, such as B shaped, D shaped. 11
shaped, triangular shaped, helix stuped, and straight. These alternative shapes are sketched w,
Figure 16.2a. and a U-shaped tube ii shown in more detail in Figure 16.2b. The tubes are
anchored at two points. An electromechanical drive unit, positioned midway between the
two anchors, excites vibrations in each tube at the tube resonant frequency. Vibrations in
the two tubes, or the two parallel sections of a single tube, are 180 degrees out of phase.

B 0] U
Straight
@
)
Figure 16.2

(a) Coriolis flowmeter shapes; (b) detail of U-shaped Coriolis flowmeter.
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TN ‘'b»K*y motion of each tube causes forces on the panicles In lhe flowing fluid. These
‘ft* " inj UPe motion of ihe fluid particles in a direction that is orthogonal to ihe direction M
which produces aCoriolis force. This Coriolis force causes adeflection of Ihe tubes Ihal u
wV”~posedon topofthe vibratory motioa The nel deflection ofone lube relative lo ihe othet
NCvenby d=kfR. where K it t constant, /is the frequency of lhe lube vibration, and 1 is the
flow rate of the fluid inside the tube. This deflection is measured by a suitable *n«w

Coriolis meters give excellent accuracy, with measurement uncertainties of +0.2% being
.l They also have low maintenance requirements. However, apart from being expensive
jSpjcal cod it $6000). they suffer from a number of operational problems. Failure may occnr
, period of use because of mechanical fatigue in the tubes. Tubes are also subject to both
corrosion caused by chemical interaction with the measured fluid and abrasion caused by
marticles within the fluid. Diversion of the flowing fluid around the flow meier causes il to suffer
| tignificani pressure drop, although this is much lest evident in straight tube designs.

16.2.3 Thermal Mass Flow Measurement

Thermal mass flowmeters are used primarily to measure the flow rate of gases. The principle of
operation it to direct the flow ing material past a heated element. The mass flow rale is inferred
in one of two ways: (a) by measuring the temperature rise in the flowing material or (bl by
measuring ihe heater power required to achieve a constant set temperature in the flowtag
material In both cases, the specific heal and density of the flowing fluid must be known.
Typical measurement uncertainty is + 2 4. Standard instruments require Ihe measured gas to he
clean and noncorrosive However, versions made from special alloys can cope with nw t
aggressive gases. Tiny versions of thermal mass flowmeters have been developed that can
measure very small flow rates in the range of nanoliten <Hi 4liters) or microliten (10 * liters)
per minute.

16.2.4 Joimt Measurement o fVolume Flow Rate and Fluid Density

Before the advent of the Coriolis meter, the usual way of measuring the mass flow rate w e id
compute this from separate, simultaneous measurements of the volume flow rate and the (laid
P*QOtity. In many circumstances, this it still the least expensive option, although measurement
eccuracy it substantially inferior lo that provided by a Coriolis meter.

16.3 Volume Flow Rate

Volume flow rate it in appropriate way of quantifying the flow of aN materials thal are in a
t**eous, liquid, or temiliquid slurry form (where solid particle» are suspended in aliquid ho*},
mbough measurement accuracy Is inferior lo mass flow measurement as noted earlier.

*~*@rials in these fonns are usually carried in pipes, and various instruments can be used id
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measure the volume flow rate as described later. As noted in the introduction, these all assume
laminar flow. In addition, flowing liquids arc sometimes carried in an open channel. In which
case the volume flow rate can be measured by an open channel flowmeter.

16.3.1 Differential Pressure (Obstruction-Type) Meters

Differential pressure meters involve the insertion of some device into a fluid-carrying pipe
that causes an obstruction and creates a pressure difference on either side of the device. Such
meters are sometimes known at obstmctioa-lype meters or flow restriction meters. Devices
used to obstruct the flow include the orifice plate. Venturi tuhe.flo*mnozzle, and D allflo* tube.
as illustrated in Figure 16.3. When such a restriction is placed in a pipe, the velocity of the fluid
through the restriction increases and the pressure decreases. The volume flow rate is then
proportional to the square root of the pressure difference across the obstruction. The manner in
which this pressure difference is measured is important. Measuring the two pressures with
different instruments and calculating the difference between the two measurements is not
satisfactory because of the large measurement error that can arise when the pressure difference
is small, as explained in Chapter 3. Therefore, the normal procedure is to use a differential
pressure transducer, which is commonly a diaphragm-type device.

The pilot static lube is another device that measures flow by creating a pressure difference
within afluid-carrying pipe. However, in this case, there is negligible obstruction of flow in the
pipe. The pilot tube is a very thin tube that obstructs only a small part of the flowing fluid
and thus measures flow at a single point across the cross section of the pipe. This measurement

m flf

figure 16.3
Obstruction devices: (a) orifice plate, (b) Venturi, (c) flow nojzle, and (d) Oall flow tube
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only equates to average now velocity in Ihe pipe for the cane of uniform flow. The annnbar
is a type of multiport pilot lube thal measures the average flow across the cross section of
the pipe by forming the mean value of several local flow measurements across the cross mcvuon
of the pipe

All applications of this method of flow measurement assume laminar flow by ensuring that the
flow conditions upstream of the obstruction device are in steady stale: a certain minimam
length of straight run of pipe ahead of the flow measurement point is specified to achieve itirv
The minimum lengths required for various pipe diameters are specified in standards tablet.
However, a useful rule of thumb widely used in process industries is to specify a length of
10 times the pipe diameter. If physical restrictions make this impossible lo achieve, special
flow-smoothing vanes can be inserted immediately ahead of the measurement point.

Flow renriction-lype instruments are popular because they have no moving parti and are
therefore robust, reliable, and eaiy to maintain. However, one significant disadvantage of this
method is thal the obstruction causes a permanent loss of pressure in Ihe flowing fluid. The
magnitude and hence importance of this loss depend on the type of obstruction element aaed.
but where the pressure loss is large, it is sometimes necessary lo recover the lost pressure by an
auxiliary pump further down die flow line. This class of device is not normally suitable for
measuring the flow of slurries, as the tappings into the pipe lo measure the differential press**
are prone 10 blockage, although the Venturi tube can be used to measure the flow of dilute
=lurries.

Figure 164 illustrates approximately the way in which Ihe flow pattern is interrupted when a
orifice plate is inserted into a pipe. Other obstruction devices also have a similar effect to this,
although the magnitude of pressure lon is smaller. Of particular interest is the fact that the
minimum cross-sectional area of flow occurs not within die obstruction bul at a point down*re*m
of there. Knowledge of the pattern of pressure variation along the pipe, as shown in Figure 16/1
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figure 164
Profile of flow across orifice plate
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orifice plate
Figur* 16.S
Pattern of pressure variation either ude oforifice plate

is also of importance in using this technique of volume-flow-rale measurement. This shows thal
the point of minimum pressure coincides with the point of minimum cross-section flow a little
way downstream of the obstruction. Figure 16.S also shows that there is a small rise in
pressure immediately before the obstruction. It is therefore important not only to position the
instrument measuring P ; exactly al the point of minimum pressure, but also to measure the
pressure P, at a point upstream of the point where the pressure starts to rise before the
obstruction.

In the absence of any heat transfer mechanisms, and assuming frictionless flow of an
incompressible fluid through the pipe, the theoretical volume flow rate of the fluid. Q. is
given by

where <4 and P, are Ihe cross-sectional area and pressure of die fluid flow before the obstruction.
A and P 2are the cross-sectional area and pressure of die fluid flow at the narrowest point of the
flow beyond die obstruction, and p is the fluid density.

Equation (16.1) ii never entirely applicable in practice for two main reasons. First, the flow is
always impeded by a friction force, which varies according lo the type of fluid and its velocity
and is quantified by a constant known as the Reynold's number. Second, the ctoas-sectuMul
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~ L f the fluid flow ahead of the obstruction device it leu than the diameter of the pipe
d)tym t =nd ,he min'mum «oss-sectional area of the fluid after the obstruction is less thei
the diameter of the obstruction. This latter problem means that neither /1, nor AZcan be
measured accurately. Fortunately, provided the pipe is smooth and therefore the friction force is
unall. these two problems can be accounted for adequately by applying a constant called the
discharge coefficient. This modifies Equation (16.1) lo the following:

where A\ and AT are the actual pipe diameters before and at the obstruction and CD mthe
discharge coefficient that corrects for the friction force and the difference between the pipe and
flow cfou-tection diameters.

Before Equation (16.2) can be evaluated, the discharge coefficient must be calculated. As this
varies between each measurement situation, it would appear al find sight that the discharge
coefficient must be determined by practical experimentation in every case. However, provided
that certain conditions are met. standard tables can be used to obtain the value of the discharge
coefficient appropriate to the pipe diameter and fluid involved.

One particular problem with all flow restriction devices is that the pressure drop, (fi - P2 varies
as the square of the flow rate Q according to Equation ( 16.2). The difficulty of measunng tnul
pressure differences accurately has already been noted earlier. In consequence, the technique
is only suitable for measuring flow rates that ue between 30and 100% of the maximum flow rak
that a given device can handle. This means that alternative flow measurement technique

have to be used in applications where the flow rate can vary over a large range that can drop
to below 30% of the maximum rue.

Orifice plate

The orifice plate is a metal disc with a concentric hole in it. which is inserted into the pipe
carrying the flowing fluid. Orifice plates are simple, inexpensive, and available in a wide
range of sizes. In consequence, they account for almost 30% of the instruments used m
industry for measuring volume flow rate. One limiution of the orifice plate is that ««

» accuracy ii typically at least 2% and may approach £5%. Alio, the permanent pressure
loss caused in the measured fluid flow is between 50 and 90% of the magnitude of to
Pressure difference. Other problems with the orifice plate are a gradual change m
<he discharge coefficient over a period of time as the sharp edges of the hole wear away and a
<endency for any particles in toe flowing fluid lo stick behind the hole, thereby reduaaf «a
<hameter gradually as the particles build up. The latter problem can be minimized by using »
orifice plate with an eccentric hole. If this hole is close to the boaom of the pipe, solids » tor
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flowing fluid lend to be swept through, and buildup of particles behind the plate it minimized
A very similar problem wises if there we wty bubbles of vapor or gas in the flowing fluid
when liquid flow is involved. These also lend lo build up behind an orifice plate and distort the
pattern of flow. This difficulty can be avoided by moulting the orifice plate in a vertical run
of pipe.

Vnturis and similar dtvicet

A number of obstruction devices are available thal are specially designed to minimize
pressure loss in the measured fluid. These have various names such as Venturi, flow nozzle, and
Dali flow lube. They are all much more expensive than an orifice plate but have better
performance. The smooth internal shape means that they are not prone to solid particles or
bubbles of gas sticking in the obstruction, as ii likely to happen in an orifice plate. The smooth
shape also means that they suffer much less wear and, consequently, have a longer life than
orifice plates. They also require less maintenance and give greater measurement accuracy

Venturi: The Venturi has a precision-engineered lube of a special shape. This offers
measurement uncertainly of only + 1%. However, die complex machining required to
manufacture it means that it is the most expensive of all the obstruction devices discussed
Permanent pressure loss in the measured system ii 10-13% of the pressure difference
(/*i - P j) across it.

Dali flow lube: The Dali flow tube consists of two conical reducers inserted into a fluid-
carrying pipe. It has a very similar internal shape to the Venturi, except that il lacks athroat
This construction is much easier to manufacture, which gives the Dali flow tube an
advantage in cost over the Venturi, although the typical measurement inaccuracy is a little
higher (+ 1.5%). Another advantage of the Dali flow tube is its shorter length, which makes
the engineering task of inserting it into the flow line easier. The Dali tube has one further
operational advantage in thal the permanent pressure loss imposed on the measured system
is only about 5% of the measured pressure difference (P\ -Pi).

Row nozzle: Thit nozzle is of simpler construction still and is therefore less expensive than
either a Venturi or a Dali flow tube, but the pressure loss imposed on the flowing fluid is
30-50% of the measured pressure difference (P t—/*2) across the nozzle.

Pilot static tube

The pilot sialic lube is used mainly for making temporary measurements of flow, although il is
also used in some indances for permanent flow monitoring. Il measures the local velocity of
flow w a particular point within a pipe rather than the average flow velocity as measured

by other types of flowmeters. This may be very useful where there is a requirement to measure
local flow rates across the cross section of a pipe in ihe case of nonuniform flow. Multiple pitot
tubes are normally used to do this.
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Figur» 16.6
Pilot tub»

The instrument depends on the principle that a tube placed with ils open end in a stream
of fluid, as shown in Figure 1ftft. will bring to rest that part of the fluid that impinges on
it. and the loss of kinetic energy will be converted to a measurable increase in pressure
inside the lube. This pressure (/*,). as well as the static pressure of ihe undisturbed free
«ream of flow (/**), is measured. The flow velocity can then be calculated from the
formula:

y =Cn/2*(/>, -Ft)-

The constant C. known as the pilot tube coefficient, is a factor that corrects for the fad thal not
all fluid incident on the end of the tube will be brought to rest, a proportion will slip around n
according lo the design of the tube Having calculaled v, the volume flow rate can then be
calculated by multiplying v by the cross-sectional area of the flow pipe, A.

Pilot tubes have the advantage that they cause negligible pressure loss in lhe flow. They are alsn
Inexpensive, and the installation procedure consists of the very simple process of pushing
them down a small hole drilled in the flow -carrying pipe. Their main tailing is that measiarmrni
Inaccuracy is typically about +5%, although more expensive versions can reduce inaccuracy
down to £ 1%. The annuhar is a development of the pilot tube that has multiple sensing pore*
distributed across the cross section of the pipe and thus provides an approximate measurement bl
<he mean flow rale across the pipe.

16.3.2 Variable Ana Flowmeters (RoUmeUrs)

*n the variable area flowmeter (which la also sometimes known as a rotameter), the
differential pressure across a variable aperture is used lo adjust Ihe area of lhe aperture The
mpenure area is then a measure of lhe flow rale. The instrument is reliable, inexpensive, and
u*ed extensively throughout industry, accounting for about 204k of all flowmeters sold
Normally, because this type of instrument only gives a visual indication of flow rate, ii is *f



Figure 16.7
Variable are* flowmeter.

no use in automatic control schemes. However, special versions of variable area flowmeters
are now available that incorporate fiber optics. In these, a row of fibers detects the position of
the float by sensing the reflection of light from it. and an electrical signal output can be
derived from this.

In iu simplest form, shown in Figure 16.7, the instrument consists of a tapered glass lube
containing a float that takes up a stable position where its submerged weight is balanced by the
up thrust due to the differential pressure across it. The position of the float is a measure of the
effective annular areaof the flow passage and hence of die flow rate. The inaccuracy of the leaM
expensive instruments is typically =5%, but more expensive versions offer measurement
inaccuracies as low as +0.5%.

16.3.3 Positive Displacement Flowmeters

Positive displacement flowmeters account for nearly 10% of the total number of flowmeter
used in industry and are used in large numbers for metering domestic gas and water consumption
The lea* expensive instruments have a typical inaccuracy of about +2%. but the In*ccerao
in more expensive ones can be as low aa +0.5%. These higher quality instruments are ased
extensively within the oil industry, as such applications can justify the high cost of such
instruments.



nosiuve displacement meter* operate using mechanical divisions to displace discrete
olUnio of fluid successively. While this principle of operation is common, many different
I~"rrn:'..| arrangements exist for putting the principle into practice However, all versions of
displacement meter, are low friction, low maintenance, and long life devices, although
naey do impose a small permanent pressure loss on the flowing fluid. Low friction is especially
important when measuring gas flows, and meters with special mechanical arrangements to
»rijfy this requirement have been developed.

<jte rotary piston meter is a common type of positive displacement meter used particularly
for the measurement of domestic water supplies. It consists, as shown in Figure 16.8. of a
dotted cylindrical piston moving inside a cylindrical working chambcr that has an inlet port
and an outlet port. The piston moves round the chamber such that its outer surface maintains
contact with the inner surface of the chamber, and. as this happens, the piston slot slides up
gnd down afixed division plate in the chamber. At the start of each piston motion cycle, liquid
it admitted to volume B from the inlet port. The fluid pressure causes the piston to start to
rotate around the chamber, and. as this happens, liquid in volume C starts to flow out of the
outlet port, and also liquid starts to flow from the inlet port into volume A. As the p*on

rotates further, volume B becomcs shut off from the inlet port, while liquid continues lo he
admitted into A and pushed out of C. When the piston reaches the end point of its motioa
cycle, the outlet port is opened to volume B. and the liquid that has been transported round
inside the piston is expelled. After this, the piston pivots about the contact point between the
top of itt slot and the division plate, and volume A effectively becomes volume C read) lor

Rotary piston form of positive displacement flowmeter.
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the start of the next motion cycle. A peg on top of the piston causes a reciprocating motion of «
lever attached to it. This it made to operate a counter, and the flow rate it therefore
determined from the count in unit time multiplied by the quantity (fixed) of liquid transferred
between inlet and outlet ports for each motion cycle.

The nutating disk meter it another form of positive displacement meter ill which the active
element it a disc intide a precition-machined chamber. Liquid flowing into the chamber causes
the ditc to nutate (wobble), and these nutations are translated into a rotary motion by a
roller cam. Rotations are counted by a pulse transmitter that provides a measurement of the flow
rate. This form of meier it noted for it* ruggedness and long life. It hat a typical meaturemcni
accuracy of £1.0». It i* used commonly for water tupply measurement.

The m al gear meter a yet another form of positive displacement meter that hat two oval-
shaped gear wheels. It it used particularly for measuring the flow rate of high vitcotity fluids It
can also cope with measuring fluids that have variable vitcotity.

16.3.4 Turbine Meters

A turbine flowmeter consists of a multibiaded wheel mounted in a pipe along an axit parallel to
the direction of fluid flow in the pipe, at thown in Figure 16.9. The flow of fluid past the
wheel causes it to rotate at a rate proportional to the volume flow rate of the fluid. This rate of
rotation hat traditionally been measured by constructing the flowmeter such that il behaves
at a variable reluctance tachogenerator. This is achieved by fabricating the turbine blades
from a ferromagnetic material and placing a permanent magnet and coil intide the meter
houting. A voltage pulse it induced in the coil at each blade on the turbine wheel moves past it.

Turbine flowmeter.



if these pulses are measured by a pulse counter, the pulse frequency and hence now me can
™. deduced. In recent instruments, fiber optics are also now sometimes used to count the
rotations by detecting reflections off the tip of the turbine blades.

provided that the turbine wheel is mounted in low-friction bearings, measurement inaccuracy
can bea* low as +£0.2%. However, turbine flowmelers are less rugged and reliable dun flow
JC(triction-t>pe Instruments and are affected badly by any particulate matter in the flowing
fluid. Bearing wear is aparticular problem, which also imposes a permanent pressure losson (hr
measured System. Turbine meters are particularly prone to large errors when there is any
lignificant second phase in the fluid measured. For instance, using a turbine meter calibrated on
pure liquid lo measure a liquid containing 5% air produces a 90% measurement error. As an
important application of the turbine meter is in the petrochemical industries, where gnAiil
mixtures arecommon, special procedures are being developed to avoid such large measurement
error.

Readers may find reference in manufacturers' catalogues to a Wolimann meter. This is a type of
turbine meter that has helical blades and it used particularly for measuring high flow rates. It is
also sometimes known as a helix meter.

Turbine meters have a similar cost and market share to positive displacement meters and
compete for many applications, particularly in the oil industry. Turbine meters are smaller and
lighter than the latter and are preferred for low-viscosily. high-flow measurements. However,
positive displacement meters are superior in conditions of high viscosity and low flow me.

16.3.5 Electromagnetic Fiowmeten

gnetic flowmeters, sometimes known just as magnetic fimrmeters. arc limited lo
measuring the volume flow rate of electrically conductive fluids. A typical measurement
inaccuracy of around = 1% is acceptable in many applications, but the instrument is expensive
both in terms of the initial purchase cost and in running costs, mainly due lo its electricity
—Ilampoon. A further reason for its high cost is the need for careful calibration of each
Instrument individually during manufacture, as there is considerable variation In the properties
of the magnetic materials used.

P ® instrument, shown in Figure 16.10, consistsofa aalnlrn ilrel cylindrical tube fitted wi#i an
Insulating liner, which carries the measured fluid. Typical lining materials used are neoprene.
hylcne. and polyurethane. A magnetic field it created In the tube by placing
gized field coils either side of il. and the voltage induced in the fluid is measared by
\W]|>electrodes inserted into opposite sides of the tube. The ends of these electrodei are inarfly
®U|b with the inner surface of the cylinder. The electrodes are constructed from a material ihtf B
="=fleeted by most types of flowing fluids, such as stainless steel, platinum-iridium alloys.
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Figure 16.10
Electromagnetic flowmeter.

Hastelloy, titanium, and tantalum. In the case of rarer metals in this list, die electrodes account for
a significant part of the total instrument coat.

By Faraday's law ofelectromagnetic induction, the voltage. £, induced across a length. L. ofthe
flowing fluid moving at velocity, v, in a magnetic field of flux density, B, ii given by

E =BLv. (16.3)

where L ii the distance between the electrodes, which is the diameter of the tube, and {1 is a
known constant. Hence, measurement of voltage £ induced across the electrodes allows
flow velocity v lo be calculated from Equation (16.3). Having thus calculated v. Il it a simple
matter lo multiply v by the cross-sectional area of the lube lo obtain a value for the volume
flow rale. The typical voltage signal measured across ihe electrodes is | mV when the fluid
flow rate is | m/s.

The internal diameter of electromagnetic flowmeters is normally the same as thal of the
resl of the flow-carryiag pipe work in the system. Therefore, there is no obstruction lo fluid flow



. gotnequenlly no pressure loss is associated with measurement. Like other forms of
|l]fir~ the electromagnetic type requires a minimum length of straight pipe work
lanmediitfely prior to the point of flow measurement in order to guarantee the accuracy of

>|Cftnfrmcni. although a length equal to five pipe diameters it usually sufficient.

While the flowing fluid must he electrically conductive, the method is of use in many
eplications and is particularly uaeful for measuring the flow of slurries in which the liquid
rGijjIeis electrically conductive. Corrosive fluids can be handled, providing a suitable lining
material is used. Al the present time, electromagnetic flowmeter» account for about 15% of die
m mew flowmeters sold and this total is slowly growing. One operational problem is thal the
Insulating lining is subject lo damage when abrasive fluids are being handled, which can give
the instrument a limited life.

|Sew developments in electromagnetic flowmeters are producing instruments that are physically
«mailer than before. Also, by employing better coil designs, electricity consumption is reduced.
This means that battery-powered versions are now available commercially. Also, whereas
conventional electromagnetic fkwmelers require a minimum fluid conductivity of 10 (jmho/cm\
new versions can cope with fluid conductivities as low as | ptbo~w 3

16.3.6 Vertex-Shedding Flowmettrt

The vonex-shedding flowmeter ii used as an alternative lo traditional differential pressure
meters in many applications. The operating principle of the instrument it based oa the
natural phenomenon of vortex shedding, created by placing an unstreamlined obstacle
(known at a bluff body) in a fluid-carrying pipe, as indicated in Kigure 16.11 When fluid
flows past the obstacle, boundary layers of viscous, slow-moving fluid are formed along

BMtboey

116.11
Vortcx-ihaddmg flowmeter.
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(he outer surface. Becau>e the obstacle is not streamlined, the flow cannot follow the
contours of the body on the downstream side, and the separate layers become detached and
roll into eddies or vortices in the low-pressure region behind the obstacle. The shedding
frequency of iheie alternately shed vortices if proportional to the fluid velocity past the
body. Various thermal, magnetic, ultrasonic, and capacitive vortex detection techniques
are employed in different instruments.

Such instruments have no moving parts, operate over a wide flow range, have low power
consumption, require little maintenance, and have a similar cost lo measurement using an
orifice plate. They can measure both liquid and gas flows, and a common inaccuracy value
quoted is + 1% of full-scale reading, although this can be seriously downgraded in the
presence of flow disturbances upstream of the measurement point and a straight run of pipe
before the measurement point of 50 pipe diameters is recommended. Another problem with the
instrument is its susceptibility to pipe vibrations, although new designs are becoming available
that have a better immunity to such vibrations.

16.3.7 Ultrasonic flowmeters

The ultrasonic technique of volume flow rate measurement if, like the magnetic flowmeter, a
noninvasive method. It is not restricted lo conductive fluids, however, and is particularly useful for
measuring tie flow ofconosive fluids and slurries. In addition lo ils high reliability and low
maintenance requirements, a further advantage ofan ultrasonic flowmeter over anelectromagnetx
flowmeter is that the instrument can be clamped extemaly onto existing pipe worit instead of being
inserted as an integral put of the flow line. At the procedure of breaking intoa pipeline to insen a
flowmeter can be as eipensive at the cod of the flowmeter ittelf. the ultrasonic flowmeter has
enormous cost advantages. Its clamp-on mode of operation alio hassignificant safety advantages
in avoiding the possibility of personnel installing flowmeters coming into contact with hazardous
fluids, such as poisonous, radioactive, flammable, or explosive ones. Alto, any contamination of
the fluid being measured (e.g.. food substances and drugs) is avoided. Ultrasonic meters are still
lesscommon thandifferential pressure or electromagnetic flowmeters, although usagecontinues o
expand year by year.

Two different types ofultrasonic flowmeter exist that employ distinct technologies— one based oo
Doppler shiftand the odieron transit lime. In the past, the existence ofthese alternative technologies
has not always been readily understood and has resulted in ultrasonic technology being rejected
entirely when one of these two forms hat been found lo be unsatisfactory in aparticularapplication
This is unfortunate because the two technologies have distinct characteristics and anas of
application, wd many titualionaexM where one form it very suitable and the caherit not. To reject
both, having only tried out one. is therefore a serious mistake. Ultraionic flowmeters have become
available that combine both Doppler shift and transit tune technologies.
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1 _~ cwu|.r care ha* lo be taken toensure a flable How profile in ultrasonic flowmeter application».
to increase the normal specification of the minimum length of straight pipe run pnor to
hepointo f Measurement, expressed at a number of pipe diameters, from a value of 10 upto 20cr.
~ some cates- even 50 diameters. Analysis of the reasons for poor performance in many
A binee* of ultrasonic flowmeter application has shown failure lo meet this stable flow pmfile
requirement to be a significant factor.

pgppler shift uhntumx flowmeter

The principle of operation of ihe Doppler shift flowmeter it shown in Figure 16.12. A
fundamental requirement of these instruments it the presence of scattering elements within
UK flowing fluid, which deflect the ultraionic energy output from the transmitter such

that it enters the receiver. These can be provided by tolid particles, gas bubbles, or eddies
in the flowing fluid. The scattering elements cause a frequency shift between transmitted and
reflected ultrasonic energy, and measurement of this shift enables fluid velocity to he inferred.

The instrument consists essentially of an ultrasonic trantmitter-receiver pair clamped onto ihr
outside wall of a fluid-carrying vessel. Ultrasonic energy consists of a tram of short bursts of

rinusoidal waveforms at a frequency between 0.5 and 20 MHz. This frequency range is described
ai ultrasonic because it is outside the range of human hearing. The flow velocity. v, is given by

INraaonic tout*

UHrasonc dtl+ctPf
Fijur* 16.12
Doppler shift ultrasonic flowmeter.
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where/, and/, are the frequencies of the transmitted and received ultrasonic waves, respective”
c ii the velocity of soand in the fluid being measured, and B ii the angle that the incident anil
reflected energy wave* make with the axil offlow in the pipe. Volume flow rale is thencalculated
readily by multiplyinf the (matured flow velocity by the cross-sectional area of the fluid-
canying pipe.

The electronics involved in Doppler shift flowmeters i* relatively simple and therefore
inexpensive. Ultrasonic transmitter* and receivers are also relatively inexpensive, being bated on
piezoelectric oscillator technology. Therefore, as all of its components are inexpensive, the
Doppler shift flowmeter itself is inexpensive. The measurement accuracy obtained depends (>n
many factors, such as the flow profile: the constancy of pipe wall thickness; the number, sue. and
spatial distribution of scatterers; and the accuracy with which the speed of sound in the fluid is
known. Consequently, accurate measurement can only be achieved by the tedious procedure of
carefully calibrating (be instrument in each particular flow measurement application. Otherwise,
measurement errors can approach + 10% of the reading: for this reason. Doppler shift flowmeters
are often used merely as flow indicators rather than for accurate quantification of (he volume flow
rate.

Versions are now available that are being fitied inside the flow pipe, flush with its inner surface.
This overcomes the problem of variable pipe thickness, and an inaccuracy level as small as
+0.5% is claimed for such devices. Other recent developments are the use of multiple path
ultrasonic flowmeters that use an array of ultrasonic elements to obtain an average velocity
measurement. This reduces error due to nonuniform flow profiles substantially but there is a
substantial cost penally involved in such devices.

Transit time ultrasonic flowmeter

A transit time ultrasonic flowmeter is an instrument designed for measuring the volume flow
rale in clean liquids or gases. It consists of a pair of ultrasonic transducers mounted along an
axis aligned at angle B with respect to the fluid flow axis, as shown in Figure 16.13.

Bach transducer consists of a transmitter-receiver pair, with the transminer emitting ultrasonu
energy that travels across to the receiver on the opposite side of the pipe. These ultrasonic

elements aie normally piezoelectric oscillators of the same type uied in Doppler shift flow m eter’
Fluid flowing in the pipe causes a time difference between the traasit limes of beams traveling
upstream and downstream, and measurement of this difference allows the flow velocity to be
calculated. The typical magnitude of this time difference is 100its in a total transit time of 100u»,
and high-precision electronics are therefore needed to measure the difference. There ate three
distinct ways of measaring the time shift. These are direct measurement, conversion lo apha*
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figure 16.1J
Transit time ultrasonic flowmeter.

change, and conversion to a frequency change. The thud of these options is particularly attractive,
ai il obviates the need to measure the speed of sound in the measured fluid as required by the fire
twomethods /1 scheme applying this third option is shown in Figure 16.14. This also mulupieiet
the transmitting and receiving functions so that only one ultrasonic element is needed in each
transducer The forward and backward transit times across the pipe, T, and Tbl are given by

Rgur. 16.14
Transit time measurement system.
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where c it Ihe velocity of sound in the fluid, v it the flow velocity. L it Ihe distance between ihe
ultrasonic transmitter and receiver, and O is the angle of the ultrasonic beam with respect to the
fluid flow axis.

The time difference. ST. is given by

at-r T X 2y*-"»(e>
6T~ T* T cl-v» cot*0).
This requires knowledge of c before il can be solved. However, a solution can be found much

more simply if the receipt of a pulse is used to trigger transmission of the next ultrasonic energy
pulse. Then, the frequencies of the forward and backward pulse trains are given by

| c-vco*(0) " 1 ¢ +vcot(0)
7/ ~mmmem 1--———- 5 Fh=Th ————- 1-mmm

If the two frequency signals are now multiplied together, the resulting beat frequency
is given by

«(8)
e has now been eliminated, and v can be ctlculated from a measurement of &F at

L
2cos(0)'

Thit is often known as the sing-around flo*m eter.

Transit lime flowmeters are of more general use than Doppler shift flowmeters, particularly
where the pipe diameter involved is large and hence the transit time is consetpiently tufficiently
large to be measured with reasonable accuracy. It is possible then to reduce the inaccuracy value
down to +0.5%. However, the instrument coats more than a Doppler shift flowmeter because of
the greater complexity of the electronics needed to make accurate transit time m easurem ent'

Combined Doppler shift/tramit time flowmeters

Recently, tome manufacturers have developed ultrasonic flowmeters that use a combination "=
Doppler shift and trarnit time. The exact mechanism by which these wort it rarely. If ever

disclosed, as manufacturers wish to protect details from competitors. However, details of varsu>
fomu of combined Doppler shift/transit time measurement techniques are filed in patent oilice»
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16.3.8 Other Types of Flowmeters for Measuring Volume Flow Rat*

Gete-tyf*'

[ gale n * « con*i*ls of a spring-loaded, hinged flap mounted al right angles to the direction of
nuld now in the fluid-carrying pipe. The flap is connected to a pointer outside the pipe The fluid
(jow deflects the flap and pointer, and the flow rate is indicated by a graduated scale behind
LK pointer. The major difficulty with such devices is in preventing leaks at the hinge point.

A variation on this principle is the air vane meter, which measures deflection of the flap by a
potentiometer inside the pipe. This is used to measure airflow within automotive fuel-injectkn
tystems. Another similar device is the large! meter. This consists ofacircular, disc-shaped flap in
the pipe. Fluid flow rale is inferred from the force excited on the disc measured by strain gauges
bonded lo il. This meter is very useful for measuring the flow of dilute slurries but docs not fiad
wide application elsewhere as il has a relatively high cost. Measurement uncertainly in all of these
types OFf meters varies between | and 5% according to the cost and design of each instrument.

JH meter

These come in two forms— a single jel meter and a multiple jet meter. In the first, flow is
diverted into a single jet. which impinges on the radial vanes of an impeller. The multiple jel
form diverts the flow into multiple jets arranged al equal angles around an impeller mounted on
a bori/ontal axis.

A paddle wheel meter is a variation of the single jet meter in which the impeller only projects
illy into the flowing fluid.

Peheerheel flowmeter

TbI* uses a similar mechanical arrangement to the old-fashioned water wheels used for
Power generation al the time of the industrial revolution. Flowing fluid is directed onto the
Wde* of the flowmeter wheel by ajet. andjfc/kyiir rate-s determined from the rate of rotation

wheel This type of."™.iU-ierTs used lo measure the flow rate of a diverse range of
mejnals, including acids, aggressive chemicals, and hot fats at both low and high flow rales
UYPWbI versions can measure very small flow rales down to 3 mi/min.

Laur*pp kr flowmeter

«fcfcmrumeni gives direct measurements of flow velocity for liquids containing suspended
lowing in apipe. Light from a laser is focused by an optical system lo a point in the
fiber-optic cables being used commonly to transmit the light. The movement of
u,,,0 *ctu'e* a Doppler shift of the scattered light and produces a signal in a photodclectur
1gj n [el**e** «o the fluid velocity. A very wide range of flow velocities between 10 1, T/s and
ctn be measured by this technique.



Because sufficient particles for satisfactory operation are normally present naturally in
most liquid and gaseous fluids, the introduction of artificial particles is nuely needed. The
technique is advantageous in measuring flow velocity directly rather than inferring il from a
pressure difference. It also causes no interruption in the flow and. as the instrument can he
made very small, it can measure velocity in confined areas. One limitation is that it measurey
local flow velocity in the vicinity of the focal point of the light beam, whicti can lead to large
errors in the estimation of mean volume flow rate if the flow profile is not uniform. However,
this limitation can be used constructively in applications of (he instrument where the flow
profile across the croas section of a pipe il determined by measuring the velocity at a
succession of points.

The final comment on this instrument has to be thal although il could potentially be used

in many applications, it has competition from many other types of instruments thal offer
similar performance al lower cost. Its main application at the present time is in measuring blood
flow in medical applications.

Thermal anemometers

Thermal anemometry was first used in a hot-wire anemometer to measure Ihe volume
flow rale of gases flowing ia pipes. A hot-wire anemometer consists of a piece of thin
(typical diameter S |un). electrically heated wire (usually tungsten, platinum of a
platinum-iridium alloy) inserted into lhe gas flow. The flowing gas has a cooling effect on
the wire, which reduces ils resistance. Measurement of the resistance change (usually by a
bridge circuit) allows the volume flow rale of the gas to be calculated. Unfortunately. the
device is not robust because of the very small diameter of the wire used in ils construction
However, il has a very fast speed of response, which makes il an ideal measurement device
in conditions where the flow velocity it changing. Il is also insensitive lo ihe direction of
gas flow, making il a very useful measuring device in conditions of turbulent flow.
Recently, more robust devices have been made by using a thin metal film instead of a wire.
In this form, the device is known as a hot-fim anemometer. Typically, the film is platinum
and is deposited on a quartz probe of a typical diameter of 0.03 mm. The increased
robustness means lhal the hot-fllm anemometer is also used to measure Ihe flow rate of
liquids such as water.

Coriolis meter

While ihe Coriolit meter is intended primarily lo be a mass flow-measuring instrumenl. it can
also be used lo measure volume flow rale when high measurement accuracy is required
However, ils high con means dial alternative instruments are normally used for measuring
volume flow rale.
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nsen channel flowmeters measure the flow of liquids in open channels and are particular!)
Levant to measuring the flow of water in rivers as part of environmental management

fcmcs The normal procedure is lo build aweir or flume of constant width across the flow and
measure the velocity of flow and the height of liquid immediately before the weir or flume
with an ultrasonic or radar level sensor, as shown in Figure 16.15. The volume flow rale can
then be calculated from this measured height.

As analternative to building a weir or NuTe, electromagnetic flowmeters up to 180 mm wide nc
available that can he placed across the channel to measure the flow velocity, providing the
flowing liquid is conductive. If the channel is wider than 180 mm. two or more electromagnetic
meters can be placed side by side. Apart from measuring the flow velocity in this way, the height
o f the flowing liquid must also be measured, and the width of the channel must also be Itnown in
otder tO calculate the volume flow rale.

As a third alternative, ultrasonic flowmeters are also used to measure flow velocity in
conjunction with = device to measure the liquid depth.

16.4 Intelligent Flowmeters

Al the uaual benefit» associated with intelligent instmmeatu are applicable to most types of
flowmeters. Indeed, all types of mass flowmeters routinely have Intelligence as ao integral part
of the instrument For volume flow rate measurement, intelligent differential pressurt-

=easuring instrument' can be used to good effect in conjunction with obstruction-type flow

and width
Fljur» 16.15
Op«n channel flowmeter

Wear ofd fixed height
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transducers. One immediate benefit of this in the case of the commonest flow restriction deviCc
the orifice plate, is to extend the lowest flow measurable with acceptable accuracy down to 2(kj
of the maximum flow value. In positive displacement meters, intelligence allows compensai,,,,
for thermal expnnsioa of meter components and temperature-induced viscosity changes
Correction for variations in flow pressure is also provided for. Intelligent electromagnetic
flowmeters are also available, and these have a self-diagnosis and self-adjustment capability
The usable instrument range is typically from 3 to 100% of the full-scale reading, and the
quoted maximum inaccuracy is £0.3%. It is also normal to include a nonvolatile memory (O
protect constants used for correcting for modifying inputs and so on against power supply
failures. Intelligent turbine meters are able to detect their own bearing wear and alio report
deviations from initial calibration due to blade damage, etc. Some versions also have a
self-adjustment capability.

The ability to carry outdigital signal processing has also led to emergence of the crots-conelaii,«
ultrasonicflowmeter. This is a variant of the transit time form of ultrasonic flowmeter in which

a series of ulireaonic signals are injected Into the flowing liquid. The ultrasonic receiver stores the
echo pattern from each input signal and then cross-correlation techniques are used to produce amap
ofthe profile ofto water flow in different layers. Thus, the imminent provides infoimation on the
profile of the flow rate across the cross section of the pipe rather than just giving a measurement of
the mean flow rate in the pipe.

The trend is now moving toward total flow computers, whichcan process inputs from almost any
type of transducer. Such devices allow user input of parameters such as specific gravity, fluid
density, viscosity, pipe diameters, thermal expansion coefficients, and discharge coefficient'
Auxiliary inputs from temperature transducers are also catered for. After processing raw flow
transducer output with this additional data, flow computers are able to produce measurements of
flow to a very high degree of accuracy.

16.5 Choice between Flowmeters for Particular Applications

The number of releveit factors to be considered when specifying a flowmeter for a particul.it
application is veiy large. These include tbe temperature and presture of the fluid, il* density,
viscosity, chemical propenies and abrasiveness, whether it contains panicles, whether it is a
liquid or gas. etc. This narrows the field to a subset of instruments that are physically capable of
making the measurement. Next, the required performance factors of accuracy. rangeabiht>
acceptable pressure drop, output signal characteristics, reU4>ility. and service Ufe must be
considered. Accuracy requirements vary widely across different applications, with measurement
uncertainty of £3% being acceptable in some and less than £0.3% being demanded in others
Finally, economic viability must be assessed which must lake into account not only tbe purchase
coat, but also reliability, installation difficulties, maintenance requirements, and aervice life.



only a visual indication of flow rale is needed, the variable area meter is popular. Whew
flow measurement in the form of an electrical signal is required, the choice of available
| -ay, js very large. The orifice plate is used extremely commonly for such purposes and
s for almost 50% of instrument* cutrently in use in industry. Other forms of differential
__wurT meters and electromagnetic flowmeters are used in significant numbers. Currently, there
uptrend away from rotating devices, such as turbine meters and positive displacement meters.
A1 the same time, usage of ultrasonic and vortex meters is expanding.

16.6 Calibration of Flowmeter*

The first consideration in choosing a suitable way to calibrate flow-measuring instruments ia
«establish exactly what accuracy level is needed so that the calibration system instituted does not
cost more than neoetssry. In some cases, such as handling voluaMe fluids or where there are legal
requirement’ as In petrol pumps, high accuracy levels (e.g.. error <0.1%) are necessary and the
expensive procedures necessary to achieve these levels are justified. However, in other situauens.
such at in measuring additives to the main stream in a process plant, only low levels of accuracy
He needed (e.g.. error =5% it acceptable) and relatively inexpensive calibration procedures are
wfficienl

The accuracy of flow measurement is affected greatly by the flow conditions and characteristics
of the flowing fluid. Therefore, wherever possible, process flow-measuring instruments are
calibrated on-tite in their normal measuring position. This ensures that calibration is performed
in the actual flow conditions, which are difficult or impossible to reproduce exactly in a
kboraiorv To ensure the validity of tuch calibration, il It alto normal practice to repeal flow
calibration checks until the same reading Is obtained in two consecutive tests. However, it
has been suggested that even these precautions are inadequate and thal statistical procedures are
meeded

If oo-site calibration is not feasible or it not accurate enough, the only alternative is lo send the
fastrument away forctlibration using special equipment provided b>inonunent manufacturers«
“ »ber specialist calibration companies. However, this is usually an expensive option burthenr*re.
fc calibration facility does not replicate ihe normal operating conditions of the meter tested, and
mPPropnate compensation for difference! between calibration conditions and normal use
=ooditicns must be applied.

P~ e equipment and procedures uted for calibration depend on whether mass, liquid, or
=**e’us flows are being measured. Therefore, separate section» are devoted to each of these
CleH ==mutt alto be stressed that all calibration procedures mentioned in the following
£**Braphs in retpect to fluid flow only referto flow sof single phase fluids (i.e.. liquids or gases).
F * R asecond or third phase is present, calibration is much more difficult and specialist advice
«°uld be sought from the manufacturer of the instrument used for measurement.
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16.6.1 Calibration Equipment and Prtxedum for Moun Flew-Moasurinf Instrument .

Where (he conveyor me(hod it used for measuring (he matt flow of solids in (he form of
panicles or powders, both mass-measuring and velocity-measuring instruments are involved
Suitable calibration techniques for each of these are discussed in later chapters.

In the case of Coriolisand thermal mass flowmeters, the usual method of calibrating these while
in situ in their normal measurement position is to provide a diversion valve after the meter
During calibration procedures, the valve is opened for a measured time period to allow o0 Te |
the fluid to flow into a container that is subsequently weighed. Alternatively, the meter can be
removed for calibration using special (e rigs normally provided by the instrument
manufacturer.

16.6.2 Calibration Equipment and Procedures for Instruments Measuring
Volume Flaw Rate o fLiquids

Calibrated tank

Probably the simplest piece of equipment available for calibrating instruments measuring liquid
flow rales is the calibrated tank. This consists of a cylindrical vea*|. as shown in Figure 16 Ib,
with conical ends that facilitate draining and cleaning of the lank. A sight rube with a graduated
scale is placed alongside the final, upper, cylindrical pan of the task, which allows the volume
ofliquid in (he tank to be measured accurately. Flow rate calibration is performed by measuring the
time taken, starting from an empty tank, for a given volume of liquid to flow into the vessel

Because the calibration procedure starts and ends in zero flow conditions, it is not suitable for
calibrating instruments affected by flow acceleration and deceleration characteristics. This
therefore excludes instruments such as differential pressure meters (orifice plate, flow nozzle.
Venturi. Dali flow tube, pilot (ube). turbine flowmeters, and vortex-shedding flowmeters
The technique is further limited to the calibration of low-viicoaity liquid flows, although lining
the lank with an epoxy coating can allow the system to cope with somewhat higher viscosities
The limiting factor in this case is the drainage characteristics of the tank, which must be
such that the residue liquid left after draining has an insufficient volume to affect the accurai >
of the next calibration.

Pipe prorer

The commonest form of pipe prover is the bidirectional type, shown in Figure 16.17, which
consists of a U-shaped tube of metal of accurately known cross section. The purpose of the
U bend is to give a la»g flow path within a compact spatial volume. Alternative versions with
more than one |l bend also exist to cater for situations where an even longer flow path is
required. Inside the tube is a hollow, inflatable sphere, which is filled with water until it*
diameter is aboai Vk larger than that of the tube. As such, the sphere forms a seal with (he sides
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of the tube and acts as a piston. The prover is connected into the existing fluid-carrying
pipe network via tappings either side of « bypass valve. A four-way valve at the start of u*
U tube allows fluid to be directed in eilher direction around it. Calibration is performed
diverting flow into Ihe prover and measuring the time taken for the sphere to travel between u ,,
detectors in the tube. The detectors are normally of an electromechanical, plunger type

Unidirectional versions of the aforementioned also exist in which fluid only flows in one
direction around the tube. A special handling valve has to be provided to return the sphere to the
starting point after each calibration, bul the absence of a four-way flow control valve makes
such devices significantly less expensive than bidirectional types.

Pipe proven are particularly suited to the calibration of pressure-measuring instruments
that have a pulse type of output, such as turbine meters. In such cases, the detector switches in
the tube can be made to gate the instrument's output pulse counter. This enables not only ihe
basic instrument to be calibrated, but also the ancillary electronics within it at the same lime
The inaccuracy level of such proven can be as low as = (M %. This level of accuracy is
maintained for high fluid viscosity levels and also at very high flow rates. Even higher accuracy
is provided by an alternative form of prover. which consists of a long, straight metal tube
containing a metal piston. However, such devices are more expensive than the other types
discussed earlier and their large space reqvirements also often cause great difficulties

Compact provtr

The compact prover has an identical operating principle to that of the other pipe ptnvers
described earlier but occupies a much smaller spatial volume. It is therefore used extensively in
situations where there is insufficient room to use a larger prover. Many different designs of
compact prover exist, operating in both unidirectional and bidirectional modes, and one such
design is shown ia Figure 16.18. Common features of compact proven are an accurately

Flu»
m
Optical jwUcfwn

Hydrauic-prMaux r
pMon returnp

Figure 16.18
Compact prover.



FUw Memmemeet 435

jped cylinder containing a metal piston that is driven between two reference marks

A (lowing fluid. The instants at which the reference marks are passed are delected by

itenes, of optical form in the case of the version shown in Figure 16.18. Provision has lobe
made within these instruments for returning the piston back to the starting point after each
calibration and a hyAaulic system is used commonly for this. Again, measuring the pistoa
tmverse time is made easier if the switches can be made to gate a pulse train, and therefore
-ompact ptovers are also most suited lo instruments having a pulse-type output such as turbine
meters. Measurement uncertainty levels down to £0.1% are possible.

The main technical difficulty in compact provers is measuring the traverse time, which can be
as small as 1 second. The pulse count from a turbine meter in this time would typically be
only about 100. making the possible measurement error 1%. To overcome this problem,
electronic pulse interpolation techniques have been developed that can count fractions of
pulses.

Poutivt hpbKtm tnt meter

j’High-qualii) versions of the positive displacement flowmeter can be used as a reference
standard in flowmeter calibration. The general principles of these were explained in
Section 16.3.3. Such devices can give measurement inaccuracy levels down to +£0.2%.

Grevimetnc method

A variation on the principle of measuring the volume of liquid flowing in agiven lime is to weigh
the quantity of fluid flowing in a given time. Apan from its applicability to a wider range of
instruments, this technique is not limited lo low-viscosity fluids, asany residual fluid in the tank
before calibration will be detected by the load cells and therefore compensated for. In the
simplest implementation of this system, fluid is allowed to flow for a measured length of time
into atank resting on load cells. As before, the siop-stan mode of fluid flow makes this method
unsuitable for calibrating differential pressare, turbine, and vortex-shedding flowmeters. It is
=Isounsuitable for measuring high flow rates because ofthe difficulty in bringing the fluidto rest
These restrictions can be overcome by directing the flowir” fluid into the tank via diverter
salves. In this alternative, it is important ttitt the timing system be synchronized carefully with
°peration of the diveiter valves.

Y  versions of gravimetric calibration equipment are less robust than volumetric type*, and so
«-site use is not recommended.

plat»

L Y'04' line equipped with a certified orifice plate is sometimes used as a reference standard ai
“ O™ calibration, especially for high flow rates through large-bore pipes. While measurement
*Y is of the order of + 1% at best, this is adequate for calibrating many flow-measuring
nts.
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Turbin* meter

Turbine meters are also used as a reference standard for testing flowmeters. Their main
application, as for orifice plates, is in calibrating high flow m et through large-bare pipes.
Measurement uncertainty down to +0.2% is attainable.

16.6.3 Calibration Equipment and Procedures for Instruments Measuring
Volume Flow Rate o fCates

Calibration of gaseous flows poses considerable difficulties compared with calibrating liquid
flows. These problems include the lower density of gases, their compressibility, and difficulty
in establishing a suitable liquid/air interface as utilized in many liquid flow me*sutcment
systems.

In consequence, the main methods of calibrating gaseous flows, as described later, are small in
number. Certain other specialized techniques, including the gravimetric method and the
pressure - volume-temperature method, aie also available. These provide primary reference
standards for gaseous flow calibration with measurement uncertainty down to +0.3%.
However, the expense of the equipment involved is such that it is usually only available in
National Standards Laboratories.

Bellfirmer

A bell prover consistsofa hollow, inverted, metal cylinder suspended over a bath containing light
oil. as shown In Figure 16.14. The air volume in the cylinder above the oil is connected, via a

tube and a valve, lo the flowmeter being calibrated. An air flow through the meter it created by
allowing the cylinder to fall downward into the bath, thus displacing the air contained within it.
The flow rate, which is measured by timing the rate of fall of the cylinder, can be adjusted by

changing the value of counterweights attached via a low-friction pulley system to the cylinder

This is essentially laboratory-only equipment and therefore on-site calibration is not possible

Positive displacement meter

As for liquid flow calibration, positive displacement flowmeters can be used for the calibration
of gaseous flows with inaccuracy levels down to +£0.2%.

Compact prover

Compact provers of the type used for calibrating liquid flows are unsuitable for applicant to
gaseous flows. However, special designs of compact proven are being developed for gaseous
flows, and hence such devices may find application in gaseous flow calibration in toe future
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Figure 16.19
Bell prover.

16.6.4 Referwntt Standards

ibilily of flow rale calibration to fundamental standards it provided for by reference
primary standards of the separate quantities that the flow me it calculated from. Mass
nts are calibrated by comparison with a copy of Ihe international standard kilogram
Chapter lit), and time in calibrated by reference to a caesium resonator standard. Volume
1Ui are calibrated against standard reference volume» that are themselves calibrated
ally uting a mass measurement system traceable lo the standard kilogram.

16-7 Summary

Maned this chapter off by observing that flow rate could be measured either as mass flow
<\\e or volume flow rate We also observed that the material being measured could be m sobd.
“4"id, or gaseous form In the case of solids, we quickly lound that this could only he measured

m * terms of the mass flow rate. However, in the case of liquids and gases, we found that we hast
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ihe option of measuring either mat* flow rate or volume fV)w rate. O f these two alternative,
we observed that mass flow measurement wa» the more accurate.

Before proceeding to look at flow measurement in detail, we had a brief look at the differences
between laminar flow and turbulent flow. This taught us that the flow rate waa difficult to
measure in turbulent flow conditions and even in laminar flow at high velocities. Therefore, as
far as possible, the measurement was made at a point in the flow where the flow was at leasi
approximately laminar and the flow velocity was as small as possible.

This allowed us to look at flow-measunag instruments in mote detail. We started with
mass flow and observed that this could he measured in one of three ways— conveyor-baubl
methods. Coriotis flowmeter, and thermal mass flowmeter. We examined the mode of
operation of each of these and made some comments about their applicability.

Moving or. we then started to look at volume flow rate measurement and worked progress» cly
through a large number of different instruments that can be used. First, we looked at obstruction
devices. These are placed ia a fluid-carrying pipe and cause a pressure difference across the
obstruction that is a function of the flow rate of the fluid. Vahous obstruction devices were
discussed, from the commonly used inexpensive bul less accurate orifice plate to more
expensive but more accurate devicea such aathe Venturi tube, flow nozzle, and Dali flow tube

After looking at flow obstruction devicea. we looked at a number of other instruments for
measuring voliune flow rale of fluids flowing in pipes, inchidiag the variable area flowmeter
positive displacement flowmeter, turbine flowmeter, electromagnetic flowmeter, vortex-
shedding flowmeter, and. finally, ultrasonic flowmeters in both transit time and Doppler shift |
forms. We also looked briefly at several other devices, including gate-type meters, laser
Doppler flowmeter, and thermal anemometer. Finally, we also had a brief look at measuring |
fluid flow in open channels and observed three ways of doing this.

We rounded off our discussion of flow measurement by looking at intelligent device». We R
observed thal these bring the usual benefits associated with intelligent instruments, including J
improved measurement accuracy and exleaded measurement raage. with facilities for self- j
diagnosis and self-adjustment also being common. This led oo Nesome discussion about the
most appropriate instrument to use in particular flow measurement situations and application»
out of all Ihe instruments covered in the chapter.

We then concluded the chapter by conaidoing the subject of flowmeter calibration. These
calibration methods were considered In three parts. First, we looked at the calibration of
instruments measuring mass flow. Second, we looked al the calibration of instruments
measuring the volume flow rate of liquids. Finally, we looked at the calibration of instrument*
measuring the volume flow rate of gases.
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Problem*

Name and discuss (hrce different kinds of instrument» used for measuring the nu»s
flow rale of substances (mast flowing in unit time).

Instruments used to measure the volume flow rale of fluids (volume flowing in uut
time) can be divided into a number of different types. Explain what ihese dufTercat
types are and discuss briefly how instruments in each class work, using sketches of
instruments as appropriate.

What is « Coriolis meter? What is it used for and how does it work?

Name fourdifferent kinds of differential pressure meters. Discuss hnefly how each one
works and explain the main advantages and disadvantages of each type.

Explain how each of the following works and give typical applications: rotameter aid
rotary piston meter.

How does an electromagnetic flowmeter work and what is it typically used for?
Discuss the mode of operation and applications of each of the following: turbine men*
and vortex-shedding flowmeter.

What are the two main types of ultrasonic flowmeters? Discuss the mod* of operation
of each.

How do each of the following wart and what are they particularly useful for gtfe4.vpe
meter, jet meler. Pelton wheel meter, laser Doppler flowmeter, and thermal anemometer,
What it an open channel flowmeter? Draw a sketch of one and explain how it worts
What Instruments, special equipment, and procedures are used in the calibration of
flowmeters used for measuring the flow of liquid*?

What instruments. special equipment, and procedures are used in the calibration M
flowmeters used for measuring the flow of gases?
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17.1 Introduction

I* velWMuremcni ii required in a wide range of applications und can wvolve the measurement
of solids in the form of powders or small particles as well as liquids. While some applications
,td4u,rt I*»*!* to be measured lo a high degree of accuracy, other applications only need an

*PProximaic indication of level. A wide variety of instrument» are available to meet these
differing needs.

such ** dipsticks or float systems are relatively inexpensive Although only
" measurement accuracy, they are entirely adequate lor applications anil find
We A nunher of higher accuracy devices arc also available for applications ihat

i.LU >cvel df*ccura> The list <1 devices in common us< thai offer good meaauremeni
ANHfbcludet pressure-measuring devices, capacitive device», ultrasonic devices radar
Ai r>dlalKIfl devices A number of other devnTs used leu commonly aie also a»ail.hle

B " ' device* Mt discussed in more detail in this chapter.
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17.2 Dipsticks

Dipsticks offer * simple means of measuring the level of liquids approximately. The ordjn
dipstick ii the least «(pensive device available. This consists of a metal bar on which a
scale is etched, as shown in Figure 17.1a. The bar is fixed at a known position in the liqus
containing vessel. A level measurement is made by removing the instrument from ihe vG4
and reading off how fat up the scale the liquid has wetted. As a human operator is required m
remove and read the dipstick, this method can only be used in relatively small and shall
vessels. One common use is in checking the remaining amount of beer in an ale cask.

The opticaldipstick, illustrated in Figure 17.1b, is an alternative form that allows areading i0be
obtained without removing the dipstick from the vessel and to Is applicable to larger, dee
tanks. Light from a source is reflected from a mirror, passes round the chamfered end of
the dipstick, and enters a light detector after reflection by a second mirror. When the chsmfe
end comes into contact with liquid, iu internal reflection properties are altered and light %>
longer enters the detector. By using a suitable mechanical Aive system to move the Instru

up and down and measure its position, the liquid level can be monitored.

17.3 Float Systems

Float systems are simple and inexpensive and provide an alternative way of measuring

the level of liquids approximately thal la widely used. The sy«em consists of a float on ihe
surface of the liquid whose position is measured by means of a suitable transducer. The) haves
typical measurement inaccuracy of + 14b. The system using a potentiometer, shown carl:,
in Figure 2.2. it very common and Is well known for its application to monitoring the level in

@ (©)
Figure 17.1
Dipsticks: (a) simple and (b) optical.
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| fue) Tak*. An altemalive system. which is used in greater numbers, is called the

MM*' («mwnk famXe)- Thi* h*s e “ pP*

1°lhe float thal passes round a
n K T |

vertically above the float. The other end of the tape is attached to either a
lahl or a negative-rate counterspnng The amount of rotation of the pulley, measured
or a potentiometer, k then proportional lo the liquid level. These two

mechanical systems of measurement are popular in many applications. h*i the
mriuireinents of them are always high.

~GH>Esseyw-Measunng Devices (Hydrostatic Systems)

fAs-Teaunnny devices measure the liquid level to a better accuracy and use the principle «ui

« torftn - prewure due lo a liquad is directly proportional to its depth and hence to the
level o fiB surface. Several instruments are available thal use this principle and are widely used ia
gwledustnrs pvttculariy in harsh chemical environments In the case of open-topped ves*eK
<or covered one* tiwt are vented to the atmosphere), the level can be measured by inserting

E g g b e sensor at the bottom of the vessel, as shown in Figure 17 2a. The liquid level, b. is tbeo
related to the measured pressure. P, according to h = PI*g. where > is the liquid density and r i*

@ ft)

Flow o!

M
Figure 17.2
mtic »y*ems: (») open-topped vessel, (b) sealed vessel, and (c) bubbler unit.
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acceleration due to gravity. One source of error in this method can be imprecise knowledge of the
liquid density. Thit cm be m particular ptoblew in the cue of liquid solution» and mixtures
(especially hydrocarbons), and in some cases only an estimate o f density is available. Even with
single liquids, the density is subject to variation with temperature, and therefore Kmperatun-
measurement may be required if very accurate level measurements are needed.

Where liquid-containing vessels are totally sealed, the liquid level can be calculated by measuring
the differential pressite between the top and the bottom of the lank, as shown in Figure 17.2b.
The differential pressure transducer used is normally a standard diaphragm type, although silicon-
based microsensors are being used in increasing numbers. The liquid level is related to the
differential pressure measured. iP , according to A= SPIpg. The same comments as for the case of
the open vessel apply regarding uncertainly in the value of p. An additional problem that can
occur isan accumulation of liquid on the side ofthe differential pressure transducer measuring the
pressure at the top of the vessel. This can vise because of temperature fluctuations, which
allow liquid to alternately vaporize from the liquid surface and then condense in the pressure
tapping at the lop of the vessel. The effect of this on the accuracy of the differential pressure
measurement is severe, but the problem is (voided easily by placing a drain pot m the system

A final pressure-related system of level measurement is the buhblrr unit shown in Figure 17.2c.
This uses adip pipe that reaches to the bottom of the tank and is purged free of liquid by asteady
flow of gas through it. The rale of flow ia adjusted until gas bubbles are just seen to emerge
from the end of the t»be. The pressure In the lube, measured by a pressure transducer, is then
equal to the liquid pressure at the bottom of the tank. li is important that the gas used is inert
with respect to the liquid in the vessel. Nitrogen, or sometimes just air. is suitable in most
cases. Oas consumption is low. and a cylinder of nitrogen may typically last 6 months. This
method is suitable for measuring the liquid pressure at the bottom of both open and sealed tanks
It is particularly advantageous in avoiding the large maintenance problem associated with leaks
at the bottom of tanks at the site of pressure tappings required by alternative methods.

Measurement uncertainty varies according to the application and condition of the measured
material. A typical value would be £0.5% of full-scale reading, although +0.1% can be
achieved in some circumstances.

17.S Capacitive Devices

Capacitive devices are widely used for measuring the level of both liquids and solids in
powdered or granular form. They perform well in many applications, but become inaccurate
if the measured substance ii prone lo contamination by agents that change the dielectric
constant. Ingress of moisture into powders is one such example of this. They are also suitable
for use in extreme conditions measuring liquid metals (high temperatures), liquid gases (low
temperatures), corrosive liquids (acids, etc.). and high-pressure processes. Two versions are
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Figur» 17.3
Capacitive level senior

used according to whether the measured substance is conducting or not. For nonconducting
substances (lessthan 0.1nmho/cm’). two bare-metal capacitor plates m the form of conceninc
cylinders are immersed in the substance, as shown in Figure 17.3. The substance behaves *> *
dielectric between the plates according lo Ihe depth of the substance. For concentric cylinder
plates ofradius a and b (b > a), and total height L. the depth of the substance, h. is related to the
measured capacitance. C, by

Clog,(6/a) - 2d<,

2nio(c - 1) ar.y

where c is the relative permittivity of the measured substance and i, is the permittivity of free
*P*ce. in the case of conducting substances, exactly the same measurement techniques are
*PP>ied. but the capacitor plates are encapsulated in an insulating material. The relationship
between C and h in Equation (17.1) then has to be modified to allow for Ihe dielectric effect
°f the insulator. Measurement uncertainty is typically 1-2%.

17.6 Ultrasonic Level Gauge

Ultrasonic level measurement is one of a number of noncontact techniques available. 1l is u*d
Primarily m measure the level of materials that are either in a highly viscous liquid form or
*>Mid (powder or granular) form. The principle of the ultrasonic level gauge is that eneigy
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from an ultrasonic soiree above the material is reflected back from the material surface into an
ultrasonic energy detector, as illustrated in Figure 17.4, Measurement of the time at flight
allows the level of the material surface to be inferred. In alternative versions (only valid for
liquids), the ultrasonic source is placed at the bottom of the vessel containing the liquid, and the
time of flight between emission, reflection off the liquid surface, and detection back at the
bottom of the veuel is measured.

Ultrasonic techniques are especially useful in measuring the petition of the interface between
two immiscible liquids contained in the same vessel or measuring the sludge or precipitate level
at the bottom of aliquid-filled tank, la either case, the method employed is to fix the ultrasonic
transmitter-receiver transducer at a known height in the upper liquid, as shown ia Figure 17.5.
This establishes the level of the liquid/liquid or liquid/sludge level in absolute terms When
using ultrasonic instruments, it is essential that proper compensation is made fo* the working
temperature if this differs from the calibration temperature, as the speed of ultrasound through
air varies with temperature (see Chapter 13). Ultrasound speed slso has a small wnaitivin
to humidity, air pressure, and carbon dioxide concentration but these facton are usually
insignificant. Temperature compensation can be achieved in two ways. First, the operating
temperature can be measured and an appropriate correction made. Second, and pteferablv, a
comparison method can be used in which die system is calibrated each time it is used by
measuring the transit time of ultrasonic energy between two known reference points. This
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Measuring interface position»: (i) liquid/liquid interface and (b) liquid/prec ipitate interface

second method takes account of humidity, pressure, and carbon dioxide concentration
variations aswell as providing temperature compensation. With appropriate care, measurement
uncertainty can be reduced to about + 1%.

17.7 Radar (Microwave) Sarwors

-measuring instruments using microwave radar are an alternative technique for
noncontact measurement. Currently, they are still very expenive (rjS5000). but prices ate
falling and usage iaexpanding rapidly. They are able to provide successful level measurement
In applications Ihat are otherwise very difficult, such as measurement in closed tanks, where
the liquid is turbulent, and in the presence of obstructions ami steam condensate. They can
*Iso be used for detecting the surface of solids in powder or particulate form. The technique
involves directing » constant amplitude, frequency-modulated microwave signal at the liquid
iurface. A receiver measures the phase difference between the reflected signal and the
original signal transmilled directly through air to it. as shown in Figure 17.6. This measuied

»>«*e difference is linearly proportion*! to the liquid level. The system it tirailw in principle id

ultratonic level meaiurement. but hat the important advantage that the transmission time of radar
through air it atmott totally unaffected by ambient temperature aid pressure fluctuations.
However, u the microwave frequency it within the band uaed for radio communications, soict

conditions on amplitude level» have to be satisfied, and the appropriate licenses have to be
obtained
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Figure 17.6
R Idir level detectOf

17.8 Nucleonic (or Radiometric) Sensor»

Nuclconic, sometimes called radiomelric. sensor» are relatively expensive. They use a
radiation source and detector system located outside a lank in the manner shown in
Figure 17.7. The noninvasive nature of this technique in using a source and detector system
outside the tank is panicularly attractive. The absorption of both 0 and y ray* varies with
the amount of material between the source and the detector, and hence ii a function of the
level of the material in the tank. Caeaium-137 is a commonly used 7-ray source. The
radiation level measared by the detector, /. is related to the length of material in the path.
x. according to

/-l.exp (-ppx), (17.2)

where/, is the intensity of radiation that would be received by the detector in the absence of any
material, * is the mass absorption coefficient for the measured material, and p it the mass
density of the measured material.

In the arrangement shown in Figure 17.7, radiation follows a diagonal path «ctam lhe
material, and therefore some trigonometrical manipulation hat kO be carried out 10 determine
material level h from t. In some applications, the radiation source can be located in lhe center
of the bottom of the tank, with the detector vertically above it. Where this It pouible. the
relationthip between radiation delected and material level it obtained by directly lebetituting
h in place of g in Equation (17.2). Apan from ute with liquid materials at normal
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Figurt 17.7
Using a radiation source to measure tfie level.

temperatures, this method it used commonly for meaturinf lhe level ofhoi liquid mouls and
alto solid materials in a powdered granulir form.

Unfortunately, because of the obvious dangers associated with uting radiation sources, very
strict safety regulations have to be satisfied when applying this technique. Very low activity
radiation sources are used in some systems to overcome safely problems, but the system is then
sensitive to background radiation and special precautions have to be taken regarding the
provision of adequate shielding. Because of the many difficulties in using this technique, it is
only used in special applications.

17.9 Other Techniques
17.9.1 Vibrating Level sensor

"The principle of the vibrating level sensor is illustrated in Figure 17.8. The instrument consists
of two piezoelectric oscillators fixed to the inside of a hollow tube that generate flexural
vibrations in the tube at its resonant frequency. The resonant frequency of the tube vanes
accor&ng to the depth of its immersion in the liquid. A phase-locked loop circuit is used to track
*be*e changes in resaiant frequency and adjust the excitation frequency applied to the tuhe
bY the piezoelectric oscillators. The liquid level measurement is therefore obtained in terms of
me output frequency of the oscillator whea the tube is resonating.
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Figure 171
Vibrating level senior,

17.9.2 Lestr Methods

One laser-based method is the reflective levelsensor. Thi* sensor uses light from a laser source
that is reflected off the surface of the measured liquid into a line array of charge-coupleil
devices, as shown in Figure 17.9. Only one ofthese will sense light, according to tbe level of the
liquid. An alternative, laser-based technique operates on the same general principles as the
radar method described earlier but uses laser-generated pukes of infrared light directed at the
liquid surface. This isimmune to environmental conditions and cat be used with sealed vessels,
provided that a glass window is at the top of the vessel.

17.10 Inteligent Level-Measuring Instruments

Most types of level gauges are now available in intelligent form. Pressure-measuring devices
(Section 17.3) are obvious candidates for inclusion within intelligent level-measuring inawmenis
and versions claiming £0.03% inaccuracy a»e now on the market. Such instruments can also carry
out additional functions, such as providing automatic compensation for liquid density variations
Microprocessors are also used to simplify installation and setup ptocedutes.

17.11 Choice between Different Level Sensors

The first consideration in choosing a level sensor it whether it it * liquid or a solid that is being
measured. The second consideration ii the degree of measurement accuracy required.
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Figure 17.9

Rcflsctive level sensor

If it is liquids being measured and arelatively low level of «curacy is acceptable, dipsticks and
float systems would often be used. Of these, dipsticks require a human operator, whereas float
systems provide an electrical output that can be recorded or output to an electronic display as
required.

Where greater measurement accuracy is required in the measurement of liquid level, a
number of different devices can be used. These can be divided into two distinct classes
according to whether the instrument does or does not raake contact with the material
whose level is being measured. The advantage of noncontact devices is that they have
a higher reliability than contact devices for a number of reasons. All pressure-measuring
devices (hydrostatic systems) fall iato the class of a device that does make contact
w>ih the measured liquid and are used quite frequently. However, if there is a particular
"eed for high reliability, noncontact devices such as capacitive, ultrasonic, or radiation
devices are preferred. Of these, capacitive sensors are used most commonly but are
unsuitable for applications where the liquid may become coouminated, as this changes its
dielectric constant and hence the capacitance value. Ultrasonic sensors are less affected by
WWaminatmn of the measured fluid but only work well with highly viscous fluid». Radar
(microwave) and radiation sensors have the best immunity to changes in temperature.
c°mposition, moisture content, and density of the measured material and so are prefened
m many applications. However, both of these are relatively expensive. Farther guidance on
can be found in elsewhere.
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In the case of measuring the level of solids (which mutt be in powdered or particle form), the
choice of instrument is limited to the options of capacitive, ultraionic, radar (microwave),
and radiation seniors. As for measuring the level of liquids, radar and radiation sensors have the
best immunity to changes in temperature, composition, moisture content, and density of the
measured material and to are preferred in many application!. However, they both have a high
com. Either capacitive or ultrasonic devices provide aleu expensve solution. Capacitive devices
generally perform beler but become inaccurate if the measured material ii contaminated, in
which case ultrasonic sensors are preferred out of these two lew expensive solutions

17.12 Calibration of Level Seniors

The sophistication of calibration procedures for level sensors depends on the degree of
accuracy required. If the accuracy demands are not loo high and a tank is relatively rfwllovs.
simple dipstick inserted into a tank will suffice to verify the output reading of aay other form
of level sensor being used for monitoring the liquid level in the tank. However, this only
provides one calibration point. Other calibration points caa only be obtained by pulling more
liquid into the tank or by emptying some liquid from the tank. Such variation of the liquid
level may or may not be convenient. However, even if it can be done without too much
disturbance to normal use of the lank, the reading from the dipstick is of very limited accuracy
because of the ambiguity in determining the exact point of contact between the dipuick and the
meniscus of the liquid.

If the dipstick method is not accurate enough or is otherwise unsuitable, an alternative method
of calibrating the level is to use a calibration tank that has venical sides and a flat bottom of
known crou-sectional area. Tanks with circular bottoms and rectangular bottoms are both
used commonly. With the level sensor in situ, measured quantities of liquid are emptied into the
tank. This increases the level of liquid la the tank in steps, and each step creates a separate
calibration point. The quantity of liquid added at each stage of the calibration process can
be measured either in terms of its volume or in terms of its mass. If the volume of each
quantity of liquid added is measured, knowledge of the crou-sectional area of the tank bottom
allows the liquid level to be calculated diitctly. If the mau of each quantity of liquid added
is measured, the specific gravity of the liquid has to be known in order to calculate its volume
and hence the liquid level. In this case, use of water u the calibration liquid is beneficial
because its specific pavity is unity and therefore the calculation of level is simplified

To meuurc added water in terms of ita volume, calibrated volumetric measures are used. If a
I-liter measure ii used, this hu a typical inaccuracy of £0.1%. Unfortunately, error» in the
measurement of each quantity of water added are cumulative, and therefore the pouible
error after 10 quantities of water have been added increaaes 10-fold to + 1,0%. If 20 quantites
are added to create 20 calibration points, the possible error la £2.0% and so on.
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Better accuracy cm be obtained in the calibration process if the added water it measured m
|lernis of it* mass. This can be done conveniently by mounting the calibration lank on an
electronic load cell. The typical inaccuracy of such a load cell it £0.05% of its full-scale
itading This mean» that the inaccuracy of the level measurement when the lank it full it
+0.05% if the load cell is chosen such thal it is giving its maximum output mass reading when
ihe tank is full. Because the total mass of water in the lank is measured at each point in the
calibnU'on process, measurement errors art not cumulative. However, errors do increase far
muller volumes of water in the tank because measurement uncertainty is expressed as a
percentage of the full-scale reading of ibe load cell. Therefore, when the lank is only 10% fall,
the possible measurement error is £0.5%. This means thal calibration inaccuracy increases lot
tmaller quantities of water in the lank but measurement uncertainly is always less than the case
where measured volumes of water are added to the tank even for low levels.

Wherever possible, liquid used in the calibration lank is wuter. as this avoids the cosi involved
in using any other liquid and il also makes Ihe calculation ot level simpler when the quantities of
water added to the tank are measured in terms of their volume. Unfortunately, liquid used in the
tank often has to be the same as that which the sensor being calibrated normally measures.
For example, the specific gravity of the measured liquid it crucial to the operation of both
ydrostatic systems and capacitive level tensors. Another example it level measurement using

radiation source, as the passage ot radiation through the liquid between the tource and t *
detector is affected by the nature of the liquid.

17.13 Summary

We have seen that level sensors can be used to measure the position of the surface within some
type of container of both solid materials in the form of powders and of ligtuds. We have looked
Mvarious types of level sensors, following which we considered how tke various formsof level
tensors available could be calibrated.

One very important observation made al Ike start of our discussion was thal the accuracy
nquiiements during level measurement vary widely, which has an important effect on the type
of tensor used in aay given situation and the corresponding calibration requirements. For
example, if the surface level of aliquid witkin alank used for cooling purposesin an indusmtl
Process it being monitored, only a very approximate measurementof level it needed lo allow a
Prediction about how long it will be before the tank needs refilling. However, if the level of
«*4uid of a consumer product within a container is being monitored during the filling process,
high accuracy in required in the measurement procett.

Where only approximate measurement» of liquid level are needed, we taw that dipsticks
Provide a suitable, low-cost method of measurement, although these require a human operator
Jcannot be used as part of an automatic level control system. Float systems are also



474  Chapter 17

relatively low -cost instruments and have an electrical form of output that can be used as pan of
an automatic level control system, although the accuracy is little better than that o f dipsticks

Our discussion then moved on to sensors that provide greater measurement accuracy. First
among these were hydrostatic systems. These are widely used in many industries for measuring
the liquid level, panicularly in harsh chemical environments. Measurement uncertainty is
usually about £0.5% of full-scale reading, although this can be reduced to +0.1% in the hest
hydrostatic systems. Because accurate knowledge of the liquid density is important in the
operation of hydrostatic systems, k nous measurement errors can occur if these syrtems are
used to measure the level of mixtures of liquids, as the density of such mixtures is rarely known
to a sufficient degree of accuracy.

Moving on to look at capacitive level sensors, we observed that these were widely used
for measuring Ihe level of both liquids and solids in powdered or granular form, with a
typical measurement uncertainty of 1-2*- They are particularly useful for measuring
the level of difficult materials such aa liquid metals (high temperatures), liquid gases
(low temperatures), and corrosive liquids (acids, etc.). However, they become inaccurate
if the measured substance is prone to contamination by agents that change the dielectric
constant.

Next on the list of devices studied was the ultrasonic level tensor. We noted thal this is one of a
number of noncontact techniques available. It is used primarily to measure the level of
materials that ate either in a highly viscous liquid form or in solid (powder or granular) form
We also observed that it is particularly useful for measuring the position of the interface
between two immiscible liquids contained In the same vessel, and also for measuring die sludge
or precipitate level at the bottom of a liquid-filled tank. The lowest measurement uncertainly
achievable is + 1%. but errors increase If the system is not calibrated properly, particularly in
respect of the ambient temperature because of the changes in ultrasound speed that occur when
the temperature changes.

The discussion then moved on to radar sensors, another noncontact measurement technique
We saw that this, albeit very expensive, technique provided a method for measuring the level in
conditions thal are too difficult for most other forms of level sensors. Such conditions include
measurement in closed tanks, where the liquid is turbulent, and in the presence o f obstruction-,
and steam condensate. Like ultrasonic sensors, they can also measure the level of solids in
powder or granular form.

We then looked at nucleonic sensors. These provide yet another means of noncontact level

measurement thal finds niche applications ia measuring the level of hot. molten metals and also
in measuring the level of powdered or granular solids. However, apart from the high cost of
nucleonic sensors, it is necessary to adhere to very strict safely regulations when using such
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Having then looked briefly at two other leu common level seniors, namely the vibratmg level
icfisor and laser-based sensors, we went oo to make brief comments about intelligent level
tensors We noted that most of the typei of level sensors discussed were now available in an
intelligent form that quoted measurement uncertainty values down to £0,05%.

The final subject covered in this chapter was that of level senior calibration. We noted that
devices such as a simple dipstick could be used to calibrate sensors that were only required to
provide approximate measurements of level. However, for more accurate calibration we
observed that it was usual to use a calibrated tank in which quantities of liquid were added,
measured either by weight or by volume, to create a scries of calibration points. We concluded
that greater accuracy could be achieved in the calibration points if each quantity of liquid was
weighed rather than measured with volumetric measures. We also noted that water was the Icam
expensive liquid to u * in the calibration tank but observed that ii was necessary to use the same
liquid as normally measured for certain sensors.

17.14 Problem»

17.1. Howdodipaticks and float systems work and what are their advantages and disadvantages
in liquid level measurement?

17.2. Sketch three different kinds of hydrostatic level measurement systems. Discuss briefly
the mode of operation and applications of each.

17.3. Discuss the mode of operation of the following, using a sketch to aid your discussion as
appropriate: capacitive level senior and ultrasonic level sensor.

17.4. What are the merits of microwave and radiometric level sensors? Discuss how eachof
these devices works.

17.5. Whal are the main things to consider when choosing aliquid level sensor for a particular
application? What types of devices could you use for an application that required (a) low
measurement accuracy, (b) high measurement accuracy where contact between the
sensor and the measured liquid is acceptable, or (c) high measurement accuracy where
there must not be any contact between the sensor and the measured liquid?

17.6. Discuss the range of devices able to measure the level of the surface of solid material in
powdered form contained witbin < hopper.

17.7. Whal procedures could you use to calibrate a sensor thal is only required lo provide
approximate measurements of liquid level?

17.8. What is the best calibration procedure to use for sensors required to give high accuracy
in level measurement?
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18.1 Introduction

Mass. force, and torque are covered together within this chapter because they are closely related
quantities. Mass describes the quantity at matter thal a body contains. Force is the product of
mass times acceleration, according to Newton's second law of notion:

Force = Mass x acceleration.

Forces can be implied in either a horizontal or a vertical direction. A force applied in a
downward, vertical direction gives rise to the term weight, which is defined as the downward
force exerted by a mass subject to a gravitational force:

Weight = Mass x ecceleration due to gravity.

The final quantity covered in this chapter, torque, can be regarded as a rotational force. When
applied to a body, torque causes the body lo route about its axI* of rotation. This is analagous to
the horizontal motion of a body when a horizontal force is applied to it.

18.2 Mass (Weight) Measurement

The mass of a body is always quantified in terms of a measurement of the weight of the body,
this being the downward force exerted by tbe body when il is subject to gravity. Three methods
are used lo measure this force.

The first method o f measuring the downward force exerted by a mass subject to gravity involves
the use of a load cell. The load cell measures the downward force F, and then the mass M is
calculated from the equation:

H - r/t.

where g is acceleration due to gravity.

Because the value o fg varies by small amounts at different points around the earth's surface, ihe value
ofM canonly be calculated exactly if the value of* is known exactly. Nevertheless, load cells are. in
fact, the moat common instrument used lo measure mass, especially in industrial applications
Several different font» of load cells are available. Most load cells mt now electronic, although
pneumatic and hydraulic types alsoexist. T her typesvary in featuresand accuracy. but all ait easy FO
use as they are deflection-type instrument» dial give an output reading without operator intervention

The second method of measuring mas* I* to use a spring balance. This also Teamn» the
downward force when the measured mas* is subject to gravity. Hence, as in lhe case of load
cells, the mass value can only be calculated exactly if the value of g is known exactly, Like *
load cell, the spring balance is also a deflection-type instrument and so is easy to use.
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The final method of measuring mats it to use some form of maw balance instrument These
provide an absolute measurement, as they compare the gravitational force on the mass being
measured with the gravitational force on a standard mass. Because the same gravitational force
is applied to both masses, the exact value of * is immaterial. However, being a null-type
increment, any form of balance is tedious to use.

The following paragraphs consider these various forms of mate-measuring instrumentsin more
detail

18.2.1 Electronic Load Cell (Electronic Balance)

The electronic loud cell is now the preferred type of load cell in most applications. Within an
electronic load cell, the gravitational force on the body being measured is applied to an elastic
element This deflects according to the magnitude of the body mass. Mass measurement it
thereby translated into a displacement measurement task.

The elastic elements used are specially rfuped and designed, tome examples of which are
shown in Figure 18.1. The design aims are to obtain a linear output relationship between the
applied force and the measured deflectiott and to make lhe instrument intensive to forces that
are not applied directly along the sensing axis. Load cellt exist in both compression and tension
forms. In the compression type, the measured mass it placed on top of a platform resting on the
load cell, which therefore compresses the cell. In the alternative tension type, the mass is hung
from the load cell, thereby putting the cell into tension.

Various types of displacement transducers are used o measure the deflection of the elastit
elements Of these, the strain gauge ia used most commonly, at (hit gives the best measurement
accuracy, with an inaccuracy figure leta then +0.05% of full-tcale reading being obtainaMe.

J Load cellt. including «rain gauges, are uted lo measure masse*over a very wide range between

0 and 3000 tonne. The measurement capability of an individual instrument designed to measure
masses at the bottom end of this range would typically be 0.1-5 kg, whereas internments

., designed lor the top of the range would have a typical measurement span of 10-3000 lonae.

Elastic force trwuducers based on differential transformers (1/1'NT) lo measure defections arc
“sed to measure masses up lo 25 tonne Apart from having a lower maximum measuring

m capability, they are abo inferior to strain gtuge-based instruments in terms of their £0.2»

inaccuracy value. Their major advantages are their longevity and almost total lack of mamtenaikc
requirements

"The final type of displacement transducer used in this class of instrument is the piezoelectric
device. Such instruments are used to measure masses in the range of0 to 1000 tonne PiezoelectK
O>stals replace the tpecially designed elatiic member used normally in (hit class of instrument,
blowing the device to be physically small. At discussed previously, each devices can only



Cykndncal rtng Rectangular

Proving
Octagonal-cut
proving trwiw
pro~ng (ram*

Figure 18.1

Elastic elrmtnts used in load calls.

measure dynamically changing force* beciuse the output reading results from an iadaced
electrical charge whose magnitude leaks away with time. The fact that the elastic dement
consists of a piezoelectric crystal means that it is very difficult to design such instrument' to be
insensitive to forces giplied at an angle to the sensing axis. Therefore, special precautions have
to be taken in applyiag these devices. Although such instruments are relatively inexpensive
their lowest inaccuracy is = 1% of full-scale reading and they also have a high temperature
coefficient.

Electronic load cell* have significant advantages over most other forms of mass-measuring
instruments in terms of their relatively low cost, wide measurement range, tolerance of dusty
and corrosive enviroements, remote measurement capability, tolerance of shock loading, and
ease of installation. However, one particular problem that can affect their performance is the
phenomenon of creep. Creep describes the permanent deformation that an elastic element
undergoes after it has been under load for a period of time. Thit can lead to significant
measurement errors in the form of a bias on all readings if the instrument is not recalibrated
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Figure 18.2
Load cell-based electronic balance.

from time to time. However, careful design and choice of materials can largely eliminate
the problem.

Several compression-type load cells are often used together in a form of instrument known
as an electronic balance. This is shown schematically in Figure 18.2. Commonly, either
three or four load cells are used in the balance, with the output mass measurement being formed
from the sum of the outputs of each cell. Where appropriate, the upper platform can be replaced
by a tank for weighing liquids, powders, and so on.

18.2.2 Pneumatic and Hydraulic Load Cells

Pneumatic and hydraulic load cells translate mass measurement into a pressure measurement
task, although they are now less common than the electronic load cell. A pneumatic load cell is
shown schematically in Figure 18.3. Application of a mass to the cell causes deflection of a

Figure 18.3
Pneumatic load ceil.



diaphragm acting as a variable restriction in a nozzle-flapper mechanism. The output pressure
measured in the cell is approximately proportional to the magnitude of the gravitational force on
the applied mass. The iastrument requires a flow of air ai its input of around 0.25 mJh ai a
pressure of 4 bar. Standard cells are available lo measure a wide range of masses. For measunn
small masses, instruments are available with a full-scale re