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P re face

As a cross research field of probability theory and Riemannian geometry, 
stochastic analysis on Riemannian manifolds devotes to providing proba­
bilistic solutions of problems arising from differential geometry and develop­
ing a complete theory of diffusion processes on Riemannian manifolds. Since 
1980s, many important contributions have been made in this field, which 
include, as two typical examples, probabilistic proofs of the Hormander 
theorem and the Atiyah-Singer index theorem made by P. Malliavin and J. 
M. Bismut respectively. We would also like to mention three powerful tools 
developed in the literature: Malliavian calculus, Bakry-Emery’s semigroup 
argument, and coupling method, which have led to numerous results for 
diffusion processes and applications to geometry analysis. For instance, as 
included in the present book, about twenty equivalent semigroup inequali­
ties have been found for the curvature lower bound condition by using these 
tools, and these semigroup inequalities are crucial in the study of various 
different topics in the field.

Based on recent progresses made in the last decade, this book aims to 
present a self-contained theory concerning (reflecting) diffusion processes on 
Riemannian manifolds with or without boundary, and thus complements 
some earlier published books in the literature: [Bismut (1984)], [Emery 
(1989)], [Elworthy (1982)], [Hsu (2002a)], [Ikeda and Watanabe (1989)], 
[Malliavin (1997)], and [Stroock (2000)]. The author did not intend to 
include in the book all recent contributions in the field, materials of the 
book are selected systematically but mainly according to his own research 
interests.

The book consists of five chapters. The first chapter contains neces-
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sary preparations for the study, which include a collection of fundamental 
results from Riemannian manifold, coupling method and applications, and 
a brief theory of functional inequalities. The second chapter is devoted to 
the theory of diffusion processes on Riemannian manifolds without bound­
ary, where various equivalent semigroup properties are presented for the 
curvature lower bound of the underlying diffusion operator. These equiv­
alent properties have been applied to the study of functional inequalities, 
Harnack inequalities and applications, and transportation-cost inequalities. 
The third chapter aims to build up a corresponding theory for the reflect­
ing diffusion processes on Riemannian manifold with boundary, for which 
equivalent semigroup properties are presented for both the curvature lower 
bound and the lower bound of the second fundamental form of the bound­
ary. As applications, functional/Harnack/transportation-cost inequalities 
as well as the Robin semigroup are closely investigated. In Chapter 4 we 
investigate the stochastic analysis on the path space of the reflecting diffu­
sion process on a Riemannian manifold with boundary. The main content 
includes the quasi-invariant flow induced by stochastic differential equa­
tions with reflection, integration by parts formula for the damped gradient 
operator, and the log-Sobolev/transpotation-cost inequalities. Finally, in 
Chapter 5, functional inequalities and regularity estimates for sub-elliptic 
diffusion processes are studied by using Malliavin calculus as well as argu­
ments introduced in the previous chapters.

Most of the book is organized from the author’s recent publications 
concerning diffusion processes on manifolds, including joint papers with 
colleagues who are gratefully acknowledged for their fruitful collaborations. 
I would like to thank Lijuan Cheng, Xiliang Fan, Huaiqian Lee, Jian Wang, 
Shaoqin Zhang and Ms. Lai Fun Kwong for reading earlier drafts of the 
book and corrections. A main part of Chapter 3 has been presented for 
a mini course in the Chinese Academy of Science. I would like to thank 
Xiang-Dong Li for the kind invitation and all audience who attended the 
mini course. I would also like to thank my colleagues from the probability 
groups of Beijing Normal University and Swansea University, in particular 
Mu-Fa Chen, Wenming Hong, Niels Jacob, Zenghu Li, Eugene Lytvynov, 
Yonghua Mao, Aubrey Truman, Jiang-Lun Wu, Chenggui Yuan and Yuhui 
Zhang. Their kind help and constant encouragement have provided an ex­
cellent working environment for me. Finally, financial support from the 
National Natural Science Foundation of China, Specialized Research Foun­
dation for Doctorial Programs, the Fundamental Research Funds for the



Preface vii

Central Universities, and the Laboratory of Mathematics and Complex Sys­
tems, are gratefully acknowledged.

Feng-Yu Wang
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C hapter 1

P re lim in a r ie s

In this chapter we collect necessary preliminaries used in the book. §1.1 
and §1.2 consist of some fundamental contents from Riemannian geometry 
(see e.g. [Chavel (1984)] and [Cheeger and Ebin (1975)]); §1.3 is a brief 
account for coupling arguments and applications organized from [Cranston 
and Greven (1995)], [Lindvall and Rogers (1986)], [Lindvall (1992)], [Wang 
(2010b)], [Wang (2012a)] and [Wang (2012d)]; §1.4 and §1.5 are mainly 
selected from [Wang (2012d); Wang and Yuan (2011)] for Harnack in­
equalities, derivative formulae and their applications; and §1.6 introduces 
some general results on functional inequalities and applications (see [Wang 
(2005a)]).

1.1 Riemannian manifold

1.1.1 Differentiable manifold

Let M  be a Hausdorff topological space with a countable basis of open sets. 
For each open set О С M, if : О —> is one-to-one and <p(0) is open, 
then (О , ф) is called a coordinate neighborhood on M. A d-dimensional dif­
ferential structure on M  is a family U := {(Oa,ipa)} of coordinate neigh­
borhoods such that

(i) Ua Oa DM,
(ii) For any a, /3, ipa о 1 : <р/з(Ор f) Oa)-*<pa(Oa f |  O0) is C00-smooth, 

i.e. (Oa,ipa) and (Op,<pp) are C°°-compatible,
(iii) If a coordinate neighborhood (0,ip) is C,oc-compatible with each 

(Oa, <pa) in U, then (O, <p) e U.

l
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If M  is equipped with a differential structure, then it is called a d- 
dimensional differentiable manifold, and each (О , <p) E U is called a local 
(coordinate) chart.

For any p E Z+, the set of all non-negative integers, and an open set 
D c  a function h : D —>■ R is called 0 p-smooth and denoted by h E 
CP(D): if it is continuous when p = 0 and has continuous derivatives up to 
order p when p > 1. A function /  : M — is called 0 p-smooth and denoted 
by /  E CP(M), if for any (0, i^)eW  there holds /  о <p_1 £ 0 p(<p(0)). Let 
CP(M) denote the set of all 0 p-smooth functions on M,  and Cf(M)  the set 
of such functions with compact supports. When p = 0 we denote C(M) = 
CP{M) and Cf(M) = C0(M). Moreover, let C°°(M) = Пр>! C'P{M) and 
Cq°(M) =  Пр>1 Finally, given x £ M,  let Cp(x) be the set of Cp-
smooth functions defined in a neighborhood of x. When p = 0 we denote 
C(x) = Cp{x) and Cq(x) = Cq(x). Moreover, let C°°(x) = 
and Cfi°(x) = Прем^о^)-

Definition 1.1.1. Let M  be a differentiable manifold. The tangent space 
TXM  at a point x E M  is the set of all mappings X  : C°°(a;)->M satisfying:

(i) X ( a f  + c2g) = c \ X f  +  c2X g , / ,  g 6 C°°{x), cb c2 G Rd,
(ii) X{fg) = (Xf)g(x) + f (x)Xg,  f , g e  C°°{x).

Obviously, TXM  is a vector space by the convention

(X + Y ) f  := X f  + Y /,  (cX)f  := c(Xf) ,  с E R, /  e C°°(x).

Let x E О with (0, ip) E U. then for any vector Z  at <p(x) on M'h one may 
define tp*Z E TXM  by

( ip*Z) f :=Z(f  o ^ - 1), /  G C°°(x).

Let (u\ , . ..  ,Ud) be the Euclidean coordinate on <p(0), and let := 
1 < i < d. For any X  E TXM  one has X  = p*ip*X, where <p*X is a 

vector at <p(x) satisfying

(<p*X)g := X(go<p), g E C°°{ip(x)).

Then

d d

t=1 i=1 dm

Therefore, is a basis of TXM .

_d_
dxi'
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Now, let TM  := {JxeMTxM,  which is called the vector bundle on M. 
A vector field on M  is a mapping

Let Г (TM)  be the set of all vector fields on M.  A vector field X  is called 
(7p-smooth if in any local chart there exist Cp-smooth functions f i , .  ■ ■ ,fd 
such that

Let TP[TM)  denote the set of all Cp-smooth vector fields.

Definition 1.1.2. Let M  be a differentiable manifold. A mapping V : 
T M  x Tl {TM)  —> T M  is called a connection on M, if it is bilinear and 
Vj\ Y  := V(A, Y) has the following properties: for any x  G M,

(i) If A G TXM  and Y  G Г 1{TM),  then VXY  G TXM;
(ii) For any  /  € Cl (M), V x ( f Y )  = (X f ) Y x +  f ( x ) Xx Y, X  €  TXM , Y  G

1.1.2 Riemannian manifold

Definition 1.1.3. Let M  be a differentiable manifold. For each x € M,  
let gx be an inner product on the vector space TXM.  If for any local chart 

and any X, Y  € T°°(TM), gx(Xx,Yx) is C°°-smooth in x, then g 
is called a Riemannian metric on M. A differentiable manifold equipped 
with a Riemannian metric is called a Riemannian manifold.

In the sequel, we also denote g = (•,•). It is clear that under a local 
chart (0,<p) a Riemannian metric has the representation

so that gij G C°°(M) and (gij(x)) is strictly positive definite at each x £ O. 
Moreover, the Riemannian metric determines a unique measure such that 
for any local chart (0,<p),

We call this measure the volume measure of M  and simply denote it by da;.

X x G TXM, x  G M.

Г1(ТМ).

vol(A) = / \/det g о ip*1 (и) du, A C U.
K{A)
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Theorem 1.1.1 (Levi-Civita). If M is a Riemannian manifold, then 
there exists a unique connection V (called Levi-Civita connection) satis­
fying

X(Y,  Z) = {VXY, Z) + (У, V XZ), V * y  = V y l  + [X, Y]
for all X , Y , Z  £ Yl (TM), where (,) denotes the inner product under the 
Riemannian metric and [X, У] := X Y  — YX .

Throughout the book, we only use the Levi-Civita connection. It is 
useful to note that [X, У] is a vector field for any X, У £ Tl (TM).  A 
mapping 7 : [a, /3]— is called a Cp-curve on M  if it is continuous and 
for any local chart (0,ip), 07 : [a,/3] П 7 - 1(С1)— is Cp-smooth. For a
C'1-curve 7 , we may define the tangent vector along 7 by

7t f  = (it, V /(7t)> := f  6 С °°Ы -

Definition 1.1.4. (1) Let 7 : [a, /3]—>M be a C^-curve on M. A vector field 
X is said to be constant (or parallel) along 7 if V^tX = 0 for t £ [a,/?]. 
Given V £ ТУаМ, there exists a unique constant vector field X along 7 
satisfying X la = V. We call this vector field the parallel transportation of 
V  along 7 . A C2-curve 7 is called geodesic if V-,7 = 0.

(2) For any x £ M  and any X £ TXM, X  ф 0, there exists a unique 
geodesic 7 : [0,00)—>M such that 70 = x and 70 = X. We denote 
7t expx(tX) and call expx : TXM-+M  the exponential map at x. By 
convention we set ехрж(0) =  x.

For any x ф y, one may define the Riemannian distance between x and
У by

p(x,y) := inf I J  |7*|ds : 7  : [0,l]- tM

is a C1 -curve such that 70 = x and 71 =  j / | ,

where |X| — (X, X )1/2 := g(X,  X )1/2. Throughout the book we only 
consider connected M,  i.e. p(x,y) < 00 for any x, у £ M.  In this case 
p(x, y) can be reached by a geodesic. On the other hand, however, geodesics 
linking two points may not be unique. Thus, the one with length p(x, y) is 
called the minimal geodesic. For any point о £ M, let pa = p(o, ■).

In many cases, the minimal geodesic is still not unique. For instance, for 
the unit sphere Sd, each half circle linking the highest and the lowest points 
is a minimal geodesic. This fact leads to the following notion of cut-locus.



Preliminaries 5

Definition 1.1.5. Let x £ M. For any X  £ §x := {X  £ TXM : |X| = 1}, 
let

r(X) := sup{t > 0 : p(x,expx(tX)) — t}.

If r(X)  < oo then we call expx(r(X)X)  a cut-point of x. The set 

cut(x) := {expI (r(X)Jsf) : X  £ §x, r (X ) < oo} 

is called the cut-locus of the point x. Moreover, the quantity 

ix ■— inf{r(X) : X  £ §x}

is called the injectivity radius of x. Finally, we call iм '■= infxgм C the 
injectivity radius of M.

The following result summarizes some properties of the cut-locus.

Theorem 1.1.2. (1) cut(2;) is closed and has volume zero.
(2) p(x, •) is C°°-smooth on M \  ({x} U cut(x)).
(3) ix > 0 for any x £ M  and the function i : M —> (0, 00] is continuous.
(4) The set Dx := expx J(M \  cut(x)) is starlike in TXM  and

expx : Dx—> expx(Dx)

is a diffeomorphism. Consequently, if у ф cut(x) then the minimal geodesic 
linking x and у is unique.

We now introduce the curvature on M. For any X, Y, Z £ Г2(ТМ), let

TZ{X, Y )Z  := V yVxZ — V xVyZ + V\x ,y ]^ i

where [X, У] := X Y  — Y X  is the Lie bracket of X  and Y . For any 
X x,Yx,Zx £ TXM,  let X, Y, Z  be their smooth extensions respectively. 
Then the value of 1Z(X, Y)Z  at point x  is independent of the choices of ex­
tensions and hence, H is a well-defined tensor which is called the curvature 
tensor of the connection V.

The curvature tensor satisfies the following identities:

7l(X,Y)Z + 1l(Y ,X)Z  = 0,
U{X, Y)Z  + 1l{Z, X )Y  + 7г(У, Z )X  = 0,
(71{X,Y)Z,V)  = (U(Z,V)X,Y)  = -(7Z(X,Y)V,Z).

Definition 1.1.6. (1) For X, Y  £ TXM , the quantity

Sect(X, Y) (K(X,Y)X,Y)  
\X\2\Y\2 -  {X,Y)2
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is called the sectional curvature of the plane spanned by X  and Y. If X  is 
parallel to Y  then we set Sect(A, Y) = 0.

(2) Let {Wt}f=1 be an orthonormal basis on TXM.  The quantity
d

Ric(X, Y)  := ^ ( Щ Х ,  Wt)Y, Wt)
i=l

is independent of the choice of {Wi} and Ric is called the Ricci curvature 
tensor.

(3) Let 7 be a geodesic. A smooth vector field J  is called a Jacobi field 
along 7 if

VyVyJ =  -тг(7 , J) 7 .
This equation is called the Jacobi equation.

Since the Jacobi equation is a second order ordinary equation, given 
X ,Y  6 T7oM, there exists a Jacobi field along 7 such that Jo = X , 
V7t Jt|t=o =  Y. Moreover, let 7 : [0, f]—>M be a geodesic, for any X  6 T7oM  
and Y  € Tl tM,  there exists a Jacobi field J  along 7 satisfying J q = X  and 
Jt = Y . Concerning the uniqueness of Jacobi fields, we introduce the notion 
of conjugate point.

Definition 1.1.7. Let x 6 M. у € M  is called a conjugate point of x, if 
there exists a nontrivial Jacobi field J  along a minimal geodesic linking x 
and у such that J  vanishes at x  and y.

Proposition 1.1.3. cut(:r) consists of conjugate points of x and points 
having more than one minimal geodesics to x.

To make analysis on Riemannian manifolds, let us introduce some fun­
damental operators including the divergence, the gradient and the Laplace 
operators.

Definition 1.1.8. Let X  £ Г'(ТМ ), we define its divergence by
d

(divXfix) = (trVA)(x) =  J 2 (V WiX,W i),
i= 1

where {Wi} is an orthonormal basis of TXM . It is easy to check that divA 
is independent of the choice of {Wi}. For /  € C'1(M), define its gradient 
V / € T(TM) by

(V/, X) = X f ,  x  e г (т м ) .
Finally, the Laplace operator is defined by Д = divV which acts well on 
C2-functions.
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Next, we introduce calculus for differential forms. We call a function 
on M  a О-form, and for p 6 N, an alternating linear functional on <8)pTM  
is called a p-form, where a map 9 : ®PT M  —> R is called alternating, if for 
any X \ , . .. , X P £ T M  and any permutation a of { 1 ,. . . ,p}, there holds

в(Ха{1), . . . ,  Х а^ )  sgn(<7)0(Xb . . . ,  Xp).

We write sgn(c) =  1 if it is representable as even number of transposition 
and sgn(cr) = -1  otherwise. It is clear that for p > d, there is only zero 
p-form; and for any 1-form в there exists a dual vector field 0* such that

{6*,X) = 6>(X), X e T M .

A linear functional Ф on <g>pTM  is called a p-tensor. For a p-tensor Ф 
and a (/-tensor Ф, we define their product (p + </)-tensor Ф 0  Ф by letting

(Ф ® Ф )№ , . . . , X p,Y1, . . . , Yq) = Ф(ХЬ ...  ,Х Р)Ф(УЬ . . . ,Y q)

for A j, . . . ,  X p, Yi , . ..  ,Yq 6 TM.  To make a p-form from a p-tensor Ф, we 
introduce the alternating map Л with

ЛФ{Хи . . . ,  X p) = 5 Z sgn(°')$ ( ^ (i),--- ,X ff(p)),
(7

where a runs over all permutations of {1,... ,p}. Now, for a p-form в and 
a (/-form в, their alternating product

9 A 6 := Л9 ® в

is a (p + g)-form.
A p-form 9 is called smooth, if for any smooth vector fields X \ , . . . ,  X p, 

9(Xi , . . . ,  Xp) is a smooth function. Let flp(M) denote the class of all 
smooth p-forms on M.  The manifold is called orientable if there is a smooth 
d-form which is non-zero at any point. For a 0-form / ,  its exterior differ­
ential d /  is defined by d f {X)  := X f  =  (V/, A) for A € TM.  When 
p € N, the exterior differential d is a linear map from ilp(M) to S1P+1(M) 
for p 6 N such that for any smooth functions /о, Д , . . . ,  / р,

d{/od/i A .. .  A d f p} =  d /0 A d /i Л . . .  Л d /p.

Since d is a local operator and on local charts a smooth p-form can be 
represented as combinations of p-forms like fodxtl A . ..  A dxip for /о 6 
C°°(M) and 1 < ii < *2 < ...  < гр < d, d is well-defined on flp(M). 
Obviously, d2 := dd = 0.
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To introduce the codifferential, which is the formal adjoint of d, we first 
define the covariant derivative. Let в £ flp(M) and X  £ TXM.  Then X x@ 
defined by

(V x0) ( * b  . . . , X P) =  £ » ( X l (s), . . . ,  Xp(s))|s=o

is called the covariant derivative of в along X , where Xi(s) is the parallel 
transportation of X  along the geodesic .s у-a ехрж [,sX]. Now, the codifferen­
tial is defined by

d
{d*e)(Xl f . . . , X P) = -  Xb . . . ,  X p),

i= 1

for в £ Op(M),x £ M, Xx , . . . ,  X p £ TXM  and и = {и1, . .. ,ud} an or­
thonormal basis of TXM.  The operator

Др := -(dd* + d*d) : ПР(М) -> QP(M)

is called the (negative) Hodge-de Rham Laplacian on Clp(M).
Finally, we introduce the orthonormal frame bundle and the horizontal 

lift. For M  being a connected complete Riemannian manifold of dimension 
d, O(M) := Щ м  Ox(M) is called the orthonormal frame bundle over M, 
where Ox(M) is the space of all orthonormal bases of TXM . Obviously, 
Ox{M) is isometric to O(d), the d-dimensional orthogonal group -  the 
group of orthogonal (d x dj-matrices. Thus, for each x & M, Ox(M) is 
a |d(d  — l)-dimensional Riemannian manifold.

To see that 0{M)  has a natural Riemannian structure, let p : O(M)  —> 
M  with pи := x if и £ Ox(M),  which is called the canonical projection 
from 0{M ) onto M. Let {(Oa,ipa)} be the differential structure of M,  one 
may define the local charts on 0(M)  by letting Oa := [jx€0 Ox(M) and 
i>a(u) := (ipa(pu),(il;a)*u), where (ipa)*u := (('ipa)*Xi, . . . ,  (ipa)*Xd) e 
O(d) for и = (X i , . . . ,  X (i) 6 Oa. Note that O(d) is equipped with the 
Riemannian structure induced by the Euclidean metric on Md . Then the 
family {(Oa,ipa)} together with the Riemannian structure of 0(d) and 
the metric on M  determines a unique Riemannian structure on 0 ( M ). 
Therefore, 0(M)  is a \d(d  + l)-dimensional Riemannian manifold.

Now, given e € Rd, let us define the corresponding horizontal vector 
field He on 0(M).  For any и £ 0(M)  we have ue £ TpuM. Let us be 
the parallel transportation of и along the geodesic exppu(sue),s > 0. We 
obtain a vector He(u) := ^ u s|s=o £ TuO(M).  Thus, we have defined a



Preliminaries 9

vector field He on O(M) which is indeed C°°-smooth. In particular, let 
{et}f=l be an orthonormal basis on Rd, define

d

д о(м) :=  У , Hlr.
i= 1

It is easy to see that this operator is independent of the choice of the basis 
{ег}. We call Ao (M )  horizontal Laplace operator. Moreover, for any 
vector field Z  on M , we define its horizontal lift by Hz{u)  := Hu-iz(u) ,u £ 
O(M),  where u^ 1 Z  is the unique vector e S such that Zpu = ue.

1.1.3 Some formulae and comparison results

We first introduce the Bochner- Weitzenbock formula, which formulates the 
Ricci curvature as the difference between the Hodge-de Rham Laplacian and 
the horizontal Laplacian on fl1. For any p > 0, the horizontal Laplacian 
□p := trV 2 is defined on IP; that is, for any x £ M  and в £ Op,

d
(□p0)(*) == ^ ( V uiVui0)(x)

t=i
for an orthonormal basis и =  (и1, . . . ,  ud} around x  with Vii!(r) =  0,1 < 
i < d; we call such и a normal frame at x. In particular, Aq =  Do = A. 
But when p £ N, A p and Dp might be no longer equal, and their difference 
gives rise to a curvature term.

Theorem 1.1.4 (Bochner-Weitzenbock formula). Ai =  CL — Ric, 
where for any 1-form в, Ric(0) is the 1-form defined by

Ric(0)(X) := Ric(X,в*), X  £ TM.
Consequently, for any smooth function f ,

^A |V /|2 -  (VA/, V /) = UHess/H2̂  + Ric(V/, V /),

where Hessj(X,Y) := (V xV /,y ) f o r X , Y  £ T M  and ||-||hs is the Hilbert- 
Schmidt norm.

Now, we introduce some useful integral formulae for the above operators. 
For given /  £ Cf° (M ), the set of functions in CP(M) with bounded deriva­
tives up to order p, by Sard’s theorem the set of critical values in /(M ) has 
Lebesgue measure zero. In other words, { / =  t} is a (d — l)-dimensional 
submanifold of M for a.e. t £ f (M).  Let A denote the volume measure on 
a (d — l)-dimensional submanifold of M  with the induced metric.
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Theorem 1.1.5 (Coarea formula). For any f  G Cff'(M) and any h G
L l {dx),

[  /i |V /|d x =  f dt f hdA. 
J M J —oo J {/ = £ }

In particular, if dp := hdx is a finite measure and let dpg := hdA then
/ OO

Fd({f = t})dt.
-OO

Theorem 1.1.6 (Green formula or integration by parts formula).
(1) If X  G Yl (TM) with compact support, then

/ ■ divX(a:)da; =  0.

(2) I f f , g e ( % ( M ) ,  then

[ ( fAg)(x)dx= f (gAf)(x)dx = - f (V/, Vg)(x)dx.
J m  J m  J m

(3) Let X  G Г1 (T M) and D С M  a smooth open domain, i. e. an open 
domain with boundary a (d — 1)-dimensional differential manifold. Then

[  (divX)(x)da; = -  [  (X,N)dA,
JD  JdD

where N  is the inward pointing unit normal vector field on dD.
(4) For a smooth open domain D,

[ ( f Ag+(Vf ,Vg) ) ( x )dx  = - f f (Ng)dA, f  G C^D) , g  G C*(D).
J  D JdD

Finally, we introduce two variational formulae for the Riemannian dis­
tance. Let X  G TXM  and Y  G TyM.  We assume that у f  ciit(.T) and let 
7  : [0, p{x, y)]—>M be the unique minimal geodesic from x to y.

Theorem 1.1.7 (First variational formula). We have

(X  + Y)p(x,y):=Xp(- ,y)(x)  + Yp{x,-)(y)= [  (XisV,-ys)ds
Jo

for any smooth vector field V along 7 with Vq = X  and Vp x̂ ŷ) = Y.

Theorem 1.1.8 (Second variational formula). Let X  and Y  be two
smooth vector fields with VX(r) = 0 and VY(y)  = 0. Let X  and Y  act on 
x and у respectively. Then

rp(x,v)
(X  + Y ) 2p(x, у) = Г  

Jo
( I V ^ J f  — ( 7 ^ ( 7 ,  J ) l i  J ) ) s d s ,

where J  is the unique Jacobi field along 7 with Jq X  and Jp(x,y) ^
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In particular, the following Hessian comparison theorem and Laplacian 
comparison theorem are consequences of the second variational formula.

Theorem 1.1.9 (Hessian comparison theorem). Assume that for any 
unit vector field Y  along 7 with (Y, 7 ) =  0 one has Sect(7 , Y) < k, where 
к e l  is a constant. I f p(x,y) < тт/у/к ,̂ then

Hessp M (Y,Y)(y) > j ( p ( x , y ) ) { l -  (Yp(x, -)(г/))2},

where

r, if к = 0,
sin (-\/kr)/Vk, if к > 0,
sinh(%/— kr) /  v —fc, if к < 0.

(1 .1.1)

Theorem 1.1.10 (Laplacian comparison theorem). Let Шс(-у,7 ) > 
k(d — 1) hold for some к e M. Then

A p (x,-)(y ) <  ~ - - p - -(p (x ,y )) .

//Sect(Y, 7 ) < к for any unit vector field Y  along 7 with (Y, 7 ) = 0, then 

Ap{x,-)(y) > ^  -(p(x,y)).

The Hessian and Laplacian comparison theorems can be proved by using 
the second variational formula and the following index lemma. Let 7  : 
[0,t]—iM  be a minimal geodesic, for any vector field X  along 7 , let

I ( X , X)  := A |V ^ | 2 -  < f t(7 ,* )7 ,* » ede.Jo
We call I(X,  X)  the index form of X  along 7 .

Theorem 1.1.11 (Index lemma). Let J  be a Jacobi field along a min­
imal geodesic 7  with 70 ф cut (7*). For any vector field X  along 7 with 
X q — J q and either X t — Jt or V7oX = V7o J, one has I ( X , X)  > I(J, J).

1.2 Riemannian manifold with boundary

Definition 1.2.1. Let M  be a Hausdorff topological space with a count­
able basis of open sets having disjoint decomposition M = (dM) (J M°, 
where M° is a d-dimensional differential manifold, and for any point
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o € dM  there exists a neighborhood О of о and a homeomorphism 
ip : О -A- H d := {(xi , . . .  ,Xd) £ Rd : xj, > 0} such that ip(o) = 0 and 
ip(0 f^dM ) = {(жь ...  ,Xd) £ №d : Xd = 0}. If these local charts, together 
with those on M°, are compatible with each other, then M  is called a 
d-dimensional differential manifold with boundary dM. If moreover M  is 
equipped with a smooth metric, then it is called a Reimennian manifold 
with boundary.

Obviously, if M  is a d-dimensional differential manifold with boundary, 
then the boundary dM  is a (d— l)-dimensional differential manifold. Simple 
examples for differential manifolds with boundary are smooth domains in 
a differential manifold. As before, TXM  denotes the tangent space at point 
x £ M, and TM  := \JxeMTxM . If ж £ dM,  then TxdM,  the tangent 
space of dM  at point ж, is a subspace of TXM.  Let TdM  = UxedM TxdM.  
Obviously, when ж € dM  we have TXM  — TxdM  ® span{A'x}, where Nx £ 
TXM  is a unitary vector orthogonal to TxdM.  Throughout the book, we 
will take N  to be the inward pointing unit normal vector field of M, i.e. 
for any ж £ d M , Nx £ TXM  is unitary and orthogonal to TxdM  such that 
expx [eN] £ M° holds for small e > 0.

Definition 1.2.2. Let M  be a Riemannian manifold with boundary, and 
let N  be the inward pointing unit normal vector field of dM. Then the 
2-tensor

1(Х,У) := -(V xJV ,T), X ,Y  e T xdM,x  £ dM  
is called the second fundamental form of the boundary. If I > 0, i.e. 
I (A , X ) > 0 for any X  £ TdM,  then the manifold (or the boundary) 
is called convex.

For a connected Riemannian manifold with boundary, let p be the Rie­
mannian distance defined as in the case without boundary; i.e. for any 
ж, у £ M, p(x, у) is the inf over the lengths of smooth curves in M  linking 
these two points. In general, p{x, у) might not be reached by a geodesic, 
but it is the case if dM  is convex. To see this, we first extend M  to a com­
plete Riemannian manifold without boundary by using the polar coordinate 
around dM.  Let <9+ = {(в,г) : в £ dM,r  £ [0, r(0))}, r € C°°(dM; (0, oo)) 
such that the exponential map

dx Э (в,г) Н-» exp(0,r) := exp0[rfV] £ exp(<9+) 
is diffeomorphic. Then under the polar coordinate we extend d f  to dT ■= 
{(0,r) : в £ dM,r  £ (—r(Q), r(#))}, so that

M  := MU dr = MU {(0, r) : 0 £ dM, r £ (-r(0), 0)}
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is a differential manifold without boundary. Moreover, (•, •) extends natu­
rally to a Riemannian metric on M  by using the metric on d M : under the 
polar coordinate such that {d6i, dr \ \ < i < d — l}on  dM  is orthonormal 
under the original metric, if at point (в , r) one has X  = Yli=i fidOi +  fodr 
and Y  = Y*Zi 9id0i + godr, then let (X, Y) = YoZo fi9i- To make M  
complete, let h 6 С°°(М) be such that /г.|[0 оо) =  1, h(r) > 0 for r  > —1 and 
h(r) =  0 for r  < —1. Then M  is complete under the metric h~2(-, •), where 
h £ C°°(M ) is such that h\м — 1 and h{6,r) = h(r/r(9)) for (6,r) € dr. 
Therefore, according to Proposition 2.1.5 in [Wang (2005a)], we have the 
following result.

Theorem  1.2.1. If dM is convex, then there exists a complete Riemannian 
manifold (Mo,(-,-)o) without boundary, which extends (M, (•,•)) such that 
for any x, у £ M , the minimal geodesic linking x and у lies in M .

According to Theorem 1.2.1, we can define the cut-locus and state the 
comparison theorems for pa as in the case without boundary.

Let pa be the Riemannian distance to the boundary. It is clear using 
local charts that pa is smooth in a neighborhood of dM. We call

ia '■= sup {r > 0 : pa is smooth on {pa < r}}

the injectivity radius of dM. Obviously, 0  > 0 if M  is compact, but it 
could be zero in the non-compact case (sup0 =  0 by convention).

Let M  be a Riemannian manifold with boundary. The frame bun­
dle 0{M)  is again a Riemannian manifold with boundary dO{M) = 
(JxedM Ox{M). The following two results are essentially due to Kasue [Ka- 
sue (1982, 1984)] (see also Theorem A.l in [Wang (2005b)]).

Theorem  1.2.2 (Hessian Comparison). (1) Let 9,1 € I  be constants 
such that I < в and Sect < k. Let

h{t) =
[ cos \fk, t ----7? sin \fk t
[cosh \/^-k t — sinh %/—к t

if к > 0, 
if к < 0,

t > 0.

Let h~l {0) be the first zero point of h (h_1(0) := oo if the zero point of h 
does not exist). Then for any x  € M° such that pa{x) < ig A h- 1(0) and 
any unit X  ET XM orthogonal to S7pa(x),

HesSpa(X, X) > ^ ( p a(x)).
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(2) If  I > в and Sect > k, then

Hesspa(X, X ) < ~ ( p d(x))

holds for any x  G M  with po(x) < iaA/i_1(0) and unit X  G TXM  orthogonal 
to Xpd(x).

Proof. The proof of (1) can be found in the Appendix of [Wang (2005b)]. 
Below we include a brief proof of (2). Let p be the orthogonal projection of 
x  on dM , and let 7 (s) = exp [slV],s € [0, pa(x)\ be the geodesic from p to 
x. Let {J(s)}s6[oiPa(x)] be the Jacobi field along 7 such that J(pq(x)) = X  
and

(7 (0), V) =  - 1(7 (0), V), V  G TpdM.

By the second variational formula we have (see e.g. page 321 in [Chavel 
(1995)])

HessPg(A, X)

/ра (ж) . .
( |7 (s)|2 -  ( П Ш ,  7 (e))7 («), J(s)))ds.

Let {A’(s)}se[oi/3a(x)] be the parallel displacement of X  along 7  such that 
X(pg(x)) = X.  Define

h{s)J(s) = X(s),  s € [0,p9(x)].
HPa(x))

Then J  is orthogonal to Vpg along 7  and J(pg(x)) = J(pa(x)) — X.  By 
the index lemma (see the first display on page 322 in [Chavel (1995)]), we 
obtain

ppa(x)
HessflаРЭ

i rpa(x)
(X, X)  = -1(7(0), 7(0)) + Jo {h ' ( s f  -  kh(s)2}ds

= fr(Pd{x)). □
The following Laplacian comparison theorem is a direct consequence of 

Theorem 1.2.2.

Theorem  1.2.3 (Laplacian comparison). (1) In the situation of Theo­
rem 1.2.2(1),

Apg(x) > ~ —j ^ h (Pd(x)), if Pd(x) < i a Ah  х(0). 
(2) In the situation of Theorem 1.2.2(2),

Apa(x) < ^ — ~ - (pd{x ) ) ,  if pa(x) < ig Л h- 1(0).h



Preliminaries 15

To do the stochastic analysis on non-convex manifolds, we will make use 
of a conformal change of metric such that the boundary becomes convex 
under the new metric. In general, for any strictly positive smooth function 
ф on M, the metric ( и '/  := ф~2(-,-) is called a conformal change of the 
metric g := (•, •). The following results can be easily verified (see Theorem 
1.159 in [Bess (1987)] and (3.2) in [Fang et al (2008)]).

Theorem 1.2.4. Let V' and Ric' be the Levi-Civita connection and the 
Ricci curvature for the metric (-, ■)'. Then:

(1) For any two vector fields X ,Y  onM ,'V 'x Y  = V x Y —(X,X\ogф}Y — 
(^Х71оЕф)Х + (Х,У)Х7\о&ф.

(2) Ric' = Ric + (d -  г ^ Н е в в *  + {ф~х Аф -  ( d -  3)|V log0|2)(-, •).

Theorem 1.2.5. Let ф G C2(M) be strictly positive. If I > —N\ogф then 
dM  is convex under the metric (•, •)' := ф~2(-, •).

Proof. Since {X, TV) = 0 for X G TdM  and noting that the inward unit 
normal vector field of dM  under the metric (•,•)' is TV' := фИ, by Theorem 
1.2.4(1),

~( Vx N ' , X y  =  </>~2(TV', VlogФ)\Х\2 -  ф~2(Хх N' ,X)
= 0 - 1(l(X,X) + (TVlog<A)|X|2) > 0 , X  G TdM.  „

1.3 C ou p lin g  and app lica tions

A coupling for two distributions (i.e. probability measures) is nothing but 
a joint distribution of them. More precisely:

Definition 1.3.1. Let (E,B ) be a measurable space, and let /г, и G V(E),  
the set of all probability measures on (E, B). A probability measure П on 
the product space (E x E, В x B) is called a coupling of ц and г/, if

П(А x E) = p(A), ЩЕ x A) = v{A), A e B.

We shall let C(ji. u) stand for the set of all couplings of ji and v. Obvi­
ously, the product measure p x v is a coupling of ji and v, which is called 
the independent coupling. This coupling is too simple to have broad appli­
cations, but it at least indicates the existence of coupling. Before moving 
to more general applications of coupling, let us present a simple example 
to show that even this trivial coupling could have non-trivial applications.
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Throughout the paper, we shall let /i { f ) denote the integral of function /  
w.r.t. measure p.

For a measurable space (E, B ), let B(E) (resp. Вь(Е), B£(E))  denote 
the set of all measurable (resp. bounded measurable, bounded non-negative 
measurable) functions on E. If moreover E  is a topology space with В 
the Borel сг-field, let C(E) (resp. Сь(Е),С^(Е))  stand for the set of a 
continuous (resp. bounded continuous, bounded non-negative continuous) 
functions on E.

Example 1.3.1 (FKG inequality) Let p and v be probability measures 
on K, then for any two bounded increasing functions /  and g, one has

M/ff) + "(fa)  > M /M s) + K-OMfl1)-
Proof. Since /  and g are increasing, one has

( f ( x ) - f ( y ) ) { g ( x ) - g ( y ) ) >  о,  х,г/era.
So, the desired inequality follows by taking integral w.r.t. the independent 
coupling p x v. □

In the remainder of this section, we first link coupling to transport problem, 
which leads to the notions of optimal coupling and probability distances, 
then introduce coupling for stochastic processes and a coupling method to 
establish Harnack type inequalities.

1.3.1 Transport problem and W asserstein distance

Let Xi, X2, ■ ■ ■, xn be n places, and consider the distribution p := {рг : 
i = 1, . . . ,n }  of some product among these places, i.e. рг refers to the 
ratio of the product at place Xi. We have pt > 0 and Y^i=i Mi — 1; that 
is, p is a probability measure on E := { l, .. .,n } . Now, due to market 
demand one wishes to transport the product among these places to the 
target distribution v := {щ : 1 < i < n}, which is another probability 
measure on E. Let П := {П^ : 1 < i , j  < n} be a transport scheme, 
where ILj refers to the amount to be transported from place X{ to place Xj. 
Obviously, the scheme is exact to transport the product from distribution 
p into distribution v if and only if П satisfies

П П
Pi =  ^ ( 11; . , Vj = ^ 'J 111] , 1 ^ h j  < ' U.

j = 1 1=1
Thus, a scheme transporting from p to и is nothing but a coupling of p and 
v, and vice versa.
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Now, suppose pij is the cost to transport a unit product from place Xi 
to place Xj. Then it is reasonable that p gives rise to a distance on E. With 
the cost function p, the transportation cost for a scheme П is

^  ' PijB-ij — / pdn. 
i,j=1 JE*E

Therefore, the minimal transportation cost between these two distributions 
is

Wi(p,v)  := inf f pdll,

which is called the Lx-Wasserstein distance between p, and и induced by 
the cost function p.

In general, we have the following notion for //-transportation cost.

Definition 1.3.2. Let (E,B) be a measurable space and p a non-negative 
measurable function on E  x E. For any p £ [1, oo],

W p(p,v) := (  inf [  p » d u \ /P (1.3.1)p (n eCMJexB J
is also called the //-transportation cost between probability measures p 
and v induced by the cost function p.

When p is a distance on E, it is also called the //-Wasserstein distance 
induced by p, since in this case Wfi is a distance on VP(E) := {// € V{E) : 
p G Lp(p x д)} (see e.g. [Chen (1992)]).

It is easy to see from (1.3.1) that any coupling provides an upper bound 
of the transportation cost, while the following Kontorovich dual formula 
enables one to find lower bound estimates.

Proposition 1.3.1 (Monge-Kontorovich dual formula). For p > 1,
let

Cp = {(/. 9) ■ f ,  9 € Bb(E), f (x)  < g{y) + p(x, y)p, x,y  € E).

Then

W£(p, v)p = sup {p(f)  -  u(g)}.
(fi9)£Cp

When (E, p) is a metric space, Вь{Е) in the definition of Cp can be replaced 
by a sub-class of bounded measurable functions determining probability 
measures (e.g. bounded Lipschitzian functions), see e.g. [Rachev (1991)].
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1.3.2 Optimal coupling and optimal map

Definition 1.3.3. Let p, v G V{E) and p > 0 on E  x E be fixed. If 
П G C(p,u) reaches the infimum in (1.3.1), then it is called an Lp-optimal 
coupling for p and и w.r.t. the cost function p. If a measurable map у : 
E  -> E maps p into a (i.e. и = /roy-1), such that II(dx, dy) := p(dx)5x(dy) 
is an optimal coupling, where Sx is the Dirac measure at x, then у is called 
an optimal transportation map for the .^-transportation cost.

To fix (or estimate) the transportation cost, it is crucial to construct 
the optimal coupling or optimal map. Below we introduce some results on 
existence and construction of the optimal coupling/map.

Proposition 1.3.2. Let (E , p) be a Polish space. Then for any p, v € V(E)  
and any p G [l,oo), there exists an optimal coupling.

The proof is fundamental. Since it is easy to see that the class C(p, v) is 
tight, for a sequence of couplings (IIn}n>i such that

lim Пп{рР) = W£(p,v)p,
n-+ oo ^

there is a weakly convergent subsequence, whose weak limit gives an optimal 
coupling.

As for the optimal map, let us simply mention a result of McCann 
[McCann (1995)] for E = Rd, see [Villani (2009a)] and references within for 
extensions and historical remarks.

Theorem  1.3.3. Let E = Rd,p(x,y) — \x — у |, and p = 2. Then for 
any two absolutely continuous probability measures p(dx) := f (x)dx and 
v{dx) g{x)dx such that f  > 0, there exists a unique optimal map, which 
is given by T  =  T V  for a convex function V solving the equation

f  = </(VP)detVacW
in the distribution sense, where Vac is the gradient for the absolutely con­
tinuous part of a distribution.

Finally, we introduce the Wasserstein coupling which is optimal when p is 
the discrete distance on E; that is, this coupling is optimal for the total 
variation distance. We leave the proof as an exercise.

Proposition 1.3.4 (W asserstein coupling). Let p{x,y) = 1{хфуу  
have

W p{p,uy = \ \ \ p - v := sup |p(A) -  u(A)\, 
лев

We

var
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and the Wasserstein coupling

n<dx,Ay) ( , Л ,)(dx)M dS) +  - ; ) - W
IM — r1) (L)

is optimal, where (p — is)+ and (p — u)~ are the positive and negative 
parts respectively in the Hahn-Jordan decomposition of p — v , and p A v = 
p - { p - u ) + .

1.3.3 Coupling fo r  stochastic processes

Definition 1.3.4. Let X  := {Xt}t>o and Y  := {Ft}t>o be two stochastic 
processes o n £ . A stochastic process (X, Y)  on E  x E  is called a coupling 
of them if the distributions of X  and F  coincide with those of X  and Y  
respectively.

Let us observe that a coupling of two stochastic processes corresponds 
to a coupling of their distributions, so that the notion goes back to coupling 
of probability measures introduced above.

Let p and v be the distributions of X  and Y  respectively, which are 
probability measures on the path space W := E^0’°°\ equipped with the 
product cr-algebra

E(W)  := cr(w н» Wt : t € [0, oo)).
For any П 6 C(p,p), (W x W, J~{W) x X(W),  П) is a probability space under 
which

(X,Y)(w) := (udjUi2), w = ( w \ w 2) € W  x W  
is a coupling for X  and Y.  Conversely, the distribution of a coupling for X  
and Y  also provides a coupling for p and v.

Now, let Pt and Pt(x,dy) be the semigroup and transition probability 
kernel for a strong Markov process on a Polish space E. If X  := {Xt)t>о 
and Y  := (F)t>о are two processes with the same transition probability 
kernel Pt{x, dy), then (X, Y) = (X t , F)t>o is called a coupling of the strong 
Markov process with coupling time

TXtV := inf{t > 0 : X t = Yt}.
The coupling is called successful if TXj3/ < oo a.s. For any p £ V{E),  let 
be the distribution of the Markov process with initial distribution p, and 
let pPt be the marginal distribution of PM at time t.

Definition 1.3.5. If for any x, у £ E, there exists a successful coupling 
starting from (x,y), then the strong Markov process is said to have suc­
cessful coupling (or to have the coupling property).



20 Analysis for Diffusion Processes on Riemannian Manifolds

Let

T  = P | er(w uis : s > t) 
t> о

be the tail ст-field. The following result includes some equivalent asser­
tions for the coupling property (see [Cranston and Greven (1995); Lindvall 
(1992); Thorisson (1994)]).

Theorem  1.3.5. Each of the following is equivalent to the coupling prop­
erty:

(1) For any p ,v  £ V(E),  lim^oo ||pPt -  uPt \\var =  0.
(2) All bounded time-space harmonic functions are constant, i.e. a bounded 

measurable function и on [0, oo) x E has to be constant if

u(t, •) = Psu(t + s, ■), s, t > 0.

(3) The tail a-algebra T  is trivial, i.e. PM(X £ A) =  0 or 1 holds for 
p £ V{E) and A G T.

(4) For any p,v  £ V(E),  PM = P" holds on T.

A weaker notion than the coupling property is the shift-coupling prop­
erty.

Definition 1.3.6. The strong Markov process is said to have the shift 
coupling property, if for any x ,y  £ E  there is a coupling (X, Y) starting at 
(x,y) such that X tx = Yt2 holds for some finite stopping times T\ and T2-

Let

I  {A £ F{W) : w £ A implies w(t + •) £ A, t > 0}

be the shift-invariant cr-field. Below are some equivalent statements for the 
shift-coupling property (see [Aldous and Thorisson (1993); Cranston and 
Greven (1995); Thorisson (1994)]).

Theorem  1.3.6. Each of the following is equivalent to the shift coupling 
property:

(5) For any p, v £ V(E),  lim^oo } f* \\pPs -  z/Ps||,,ards =  0.
(6) All bounded harmonic functions are constant, i.e. a bounded measurable 

function f  on E has to be constant if P tf — f  holds for all t > 0.
(7) The invariant a-algebra of the process is trivial, i.e. P^(X £ A) — 0 

or 1 holds for p £ V(E) and A £ T.
(8) For any p,v  £ V{E), W  = P" holds on I .
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According to Theorem 5 in [Cranston and Wang (2000)], the coupling 
property and the shift-coupling property are equivalent, and thus all above 
statements (l)-(8) are equivalent, provided there exist s ,t > 0 and increas­
ing function Ф E C([0,1]) with Ф(0) < 1 such that

P tf <${Pt+ ,f), 0 < /  < 1

holds.
By the strong Markov property, for a coupling (X, Y) with coupling 

time T, we may let X t = Yt for t > T  without changing the transition 
probability kernel; that is, letting

if t < T, 
if t > T,

the process (X, Y )  is again a coupling. Therefore, for any x , y  £ E  and any 
coupling ( X , Y )  starting at (x,y)  with coupling time TXtV, we have

IPtf(x) -  Ptf( y ) I = |E(/(X t) -  f(Y t))\ < osc(/)P(Tx,!/ > t), f  e Bb(E),

where osc(/) := sup /  — inf /. This implies the following assertions, which 
are fundamentally crucial for applications of coupling in the study of 
Markov processes.

(i) If lim^^x Р(ТХ]У > t) =  0, x  6 E ,  then P t is strong Feller, i.e. 
PtBb(E )  C C b(E).

(ii) Let у  be an invariant probability measure. If the coupling time Tx y is 
measurable in (x, y), then

IIvPt -  y\\ var ^  2 [  P(TXiy > f)II(d:r, dy), П еС (д у ) 
Je x E

holds for v £ P ( E ) .
(iii) The gradient estimate

|VPt/(a;)| := limsup
y->x

\P tf(y )-P tf(x ) \
p(x i y)

< osc(/) limsup ^  ^ , x £ E
У -+Х P(x,y)

holds.

By constructing coupling such that P(Ts>y > t) < Ce"A< holds for some 
С, X > 0, we derive lower bound estimates of the spectral gap in the sym­
metric case (see [Chen and Wang (1997a,b)]).
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1.3.4 Coupling by change o f measure

Finally, we introduce the notion of coupling by change of measure and appli­
cations to the dimension-free Harnack inequality [Wang (1997b)], Busmut 
formula [Bismut (1984)] and Driver’s integration by parts formula [Driver 
(1997)]. The Harnack inequality has been investigated and applied by many 
authors for finite- and infinite-dimensional diffusions, see [Arnaudon et al 
(2006, 2009); Da Prato et al (2009); Aida and Zhang (2002); Kawabi (2005); 
Es-Sarhir et al (2009); Liu (2009); Liu and Wang (2008); Rockner and Wang 
(2010); Wang (2006, 2007a, 201 le, 2010d); Wang et al (2012); Wang and 
Xu (2013); Wang and Yuan (2011)], while the Bismut formula and the in­
tegration by parts formula are important tools in the study of regularity 
estimates of diffusion semigroups.

Definition 1.3.7. Let g and v be two probability measures on a measur­
able space (E ,B ), and let X ,Y  be two E-valued random variables w.r.t. a 
probability space (D, F, P).

(i) If the distribution of X  is g, while under another probability measure 
Q on (fi, X) the distribution of Y  is v, we call (X. Y ) a coupling by 
change of measure for g and v with changed probability Q.

(ii) If g and и axe distributions of two stochastic processes with path space 
E, a coupling by change of measure for g and и is also called a coupling 
by change of measure for these processes. In this case X  and Y  are 
called the marginal processes of the coupling.

Theorem 1.3.7 (Harnack inequality). Let Pt be a Markov semigroup 
and let x ,y  G E ,T  > 0 be fixed. Let Рж and Fy be the distributions of the 
process starting at x and у respectively. If there is a coupling by change of 
measure (X , Y) of the Markov process with changed probability dQ := i?dP, 
such that X 0 — x,Yo = у and X t  = Yt , then for any f  G (E ),

(РтЛР(у) < (PTf p{x j)(E R P ^-P )p- \  p > 1;
P rf(y) < \ogPTef {x)+E(R\ogR).

Proof. Since Prf(x)  = Ef ( X T), E(Rf(YT)) = Prf(y)  and X T =  YT, by 
the Holder inequality, we have

( P r f n y )  = (E (Rf(YT)))p = (E (R f (XT)))p

< (E fp{XT)){ERpPp- 1'l)p- 1 = (PTf p{x))(ERp/(p- 1'))p~1. 
Thus, the first inequality holds. By using the Young inequality 

E(Rf {XT)) < log Ее^Хт) +E(R  log R)
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instead of the Holder inequality, we prove the second inequality. □

Moreover, the argument of coupling by change of measure can also be 
used to establish the Bismut type derivative formula.

Theorem  1.3.8 (Bismut formula). Let Pt be a Markov semigroup and 
let T  > 0 be fixed. Let 7 : [0, ro] —» E with ro > 0 be a curve on E  
such that for any s £ (0,ro) there exists a coupling by change of measure 
(X , X £) with changed probability d<Q>e := i?£dP of the Markov process with 
X 0 = 7 (0), = 7 (e) and X T = Xj.. If

exists in T1 2(P), then

M(T)  := lim —-----
£->0 £

e= 0
E [M(T)f (XT)\, f € B b(E).

Proof. Simply note that under the given conditions

lim
£—>0

P r fMe ) )  -  Prf(x) ■ lim
£—>0

E [Ref (XI.)] -  Ef ( X T)

= lim J e [f(XT)(Re -  1)] =  E[M(T)/(Xr)]. □
Finally, we consider the integration by parts formula and shift Harnack 

inequalities.

Theorem  1.3.9. Let E be a Banach space and x, e £ E and T  > 0 be 
fixed.

(1) For any coupling by change of measure (X,Y)  with changed probability 
Q =  ДР for the Markov process such that X q = Y() = x and Yt  = 
X x  +  e, there holds the shift Harnack inequality

\PTf ( x ) \ r < PT{ \ f \ »{e+- ) } t x ) (ER^)p- \  P > 1,/  € Bb(E), 
and the shift log-Harnack inequality 

PT log f{x) < logPT{/(e + -)}(ж) + E(R\ogR), f  £ Bb(E) , f  > 0.
(2) Let ( X , X £),e £ [0,1], be a family of couplings by change of measure 

for Рж and Рж with changed probability Q£ = P £P such that

Х е{Т) = Х т + ее, е£(0 ,1].

If  Ro — 1 and Nt  — ̂ P e|£=o exists in L1(P), then

PT(Ve/)(x) = E { f ( X T)NT}, / ,  V e/ e Bb(E).
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Proof. The proof is similar to that we introduced above for the Harnack 
inequality and Bismut formula.

(1) Note that PTf{x) = E{Rf{YT)} = E{Rf {XT + e)}. We have

\Prf(x)\p < (Е |/Г(Х т  + е))(Е Д ^т )р- 1 = P T{|/|P(e + -)} W (E f? ^ )p_1.

Similarly, for positive / ,

PT log f (x)  = E{R log f ( X T + e)}
< logE/(Xr  + e) + E(PlogP) -  log PT{f(e + •)}(*) + Е(Д log Я).

(2) Noting that Prf(x)  — E [Ref ( X e(T))} = E{Ref ( X r  + ee)}, we 
obtain

0 = —E { R J ( X T + ee)}
e—0

PT(Ve/)(x) -  E { f ( X T)NT },

provided R0 = 1 and NT := - ^ P £|£=0 exists in LX(P). □

1.4 H arnack inequalities and applications

In this section we consider the Harnack and shift Harnack inequalities for 
a bounded linear operator and applications. As results presented below are 
not yet well known, we include complete proofs (see also [Wang and Yuan 
(2011); Wang (2012d)]).

1.4.1 Harnack inequality

Definition 1.4.1. Let у  be a probability measure on (E, B), and let P  be 
a bounded linear operator on Вь(Е).

(г) у  is called quasi-invariant of P, if yP  is absolutely continuous w.r.t. 
y, where (yP){A) := у(Р1л),  A £ В. If yP  = у  then у  is called an 
invariant probability measure of P.

(гг) A measurable function p on E 2 is called the kernel of P  w.r.t. y, if

P f=  [  p(-,2/)/(yV(dy), f £ B b{E).
Je

(in) Let E  be a topology space. P  is called a Feller operator, if PCb(E) C 
Cb(E), while it is called a strong Feller operator if PBb(E) C Cb(E).
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From now on, in this section we assume that E  is a topology space and 
В is its Borel cr-field and P is a Markov operator (i.e. positivity-preserving, 
contraction linear operator with P I  = 1) given by

Pf(x)  = [  f (y)P(x , dy), f  G Bb(E), x € E 
Je

for a transition probability measure P(x, dy). We will consider the following 
Hamack type inequality for P:

ф(P/(aO) < {РФ(/)(у)}еф(аЧ  x , y e E , f e  B+(E), (1.4.1)

where Ф G C ([0 , oo)) is non-negative and strictly increasing, and Ф is a 
measurable non-negative function on E2.

Theorem  1.4.1. Let p be a quasi-invariant probability measure of P. Let 
Ф G C1([0, oo)) be an increasing function with Ф'(1) > 0 and Ф(оо) := 
limj-^oo Ф(г) = oo, such that (1.4.1) holds.

(1) If\im y-yX{4>(x, у) + Ф(у,ж)} = 0 holds for all x G E, then P is strong 
Feller.

(2) P  has a kernel p w.r.t. p, so that any invariant probability measure of 
P is absolutely continuous w.r.t. p.

(3) P  has at most one invariant probability measure and if it has, the kernel 
of P w.r.t. the invariant probability measure is strictly positive.

(4) The kernel p of P w. r. t. p satisfies

^ р (ж , •)Ф_1 (~ ™ )(1 м  < Ф_1(е4'(л:’г/)), x ,y  G E, 

where Ф- 1(оо) := oo by convention.
(5) //гФ _1(г) is convex for r > 0, then the kernel p of P w.r.t. p satisfies

[  P{x, -MlI, -)dp > е_ф(х’!/), x,y  G E.
Je

(6) If p is an invariant probability measure of P, then

sup P /(x ) <
/ев+(£),м(Ф(/))<1

1
JEe - <Sf̂ y'>p{dy)' x G E.

Proof. Since (6) is obvious, below we prove (l)-(5) respectively.
(1) Let /  G Вь(Е) be positive. Applying (1-4.1) to 1 +  e f  in place of /  

for e > 0, we have

Ф(1 +ePf{x))  < {РФ(1 + £ /)Ы } еф(х^ ,  x,y  G E,e > 0.
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By the Taylor expansion this implies 

Ф(1) + еФ'(1 )Pf(x) + o(e) < {Ф(1) + еФ'(1)Р/(у) + о(е)}еф(х’̂  (1.4.2) 

for small e > 0. Letting у —> x we obtain

ePf{x)  < Eliminf Pf(y)  + o(e).
V~*X

Thus, Pf(x)  < liminfy-n Pf(y)  holds for all x £ E. Similarly, changing 
the roles of x  and у we obtain Pf(y)  > lim supx^ y P f ( x ) for any у £ E. 
Therefore, P f  is continuous.

(2) To prove the existence of a kernel, it suffices to prove that for any 
A £ В with y(A) = 0  we have Р1д =  0. Applying (1.4.1) to /  = 1 + tiIa , 
we obtain

Ф(1 + пР1 а (х)) f  e y(dy)
Je

< [  $( l  + n l A)(y)(fiP)(dy), n >  1. 
Je

(1.4.3)

Since у (A) = 0 and у  is quasi-invariant for P. we have 1 д =  0, yP-a.s. So, 
it follows from (1.4.3) that

Ф(1 + п Р 1А(х))  <  <  00, x e E , n >  1.

Since Ф(1 + n) —> oo as n —> oo, this implies that P  1д(ж) =  0 for all x € E.
Now, for any invariant probability measure yo of P, if y(A) =  0 then 

P1A = 0 implies that уо(А) = yo(P 1 д ) = 0. Therefore, yo is absolutely 
continuous w.r.t. y.

(3) We first prove that the kernel of P  w.r.t. an invariant probability 
measure yo is strictly positive. To this end, it suffices to show that for any 
x  e E  and A G B, P1a {x) = 0 implies that yo{A) = 0. Since P  1д(ж ) = 0, 
applying ( 1.4.1) to /  =  1 +  n P  1A we obtain

Ф(1 + пР 1аЫ ) <  {РФ(1 +  п1д)(х)}еф(у’ж) =  Ф(1)еф(!/’х), У е Е , п >  1 .

Letting n —>• oo we conclude that Р1д =  0 and hence, уо(А) = уо(Р1А) =
0.

Next, let yi  be another invariant probability measure of P, by (2) we 
have dyi  = fdyo for some probability density function / .  We aim to prove 
that /  =  1,/io-a.e. Let p{x,y) > 0 be the kernel of P  w.r.t. yo, and let 
P*{x,dy) = p(y,x)y0{dy). Then

P * 9 =  f  9{y)P*{;dy),  де Вь ( Е)
Je
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is the adjoint operator of P w.r.t. po. Since /iq is P-invariant, we have

[  gP*ld p 0 = [  Pgdp0 = [  gdp0, g £ Bb{E).
J e  J e  j e

This implies that P*1 =  1. po-a.e. Thus, for р0-а.е. x € E  the mea­
sure P*(x,-) is a probability measure. On the other hand, since pi is 
P-invariant, we have

[  {P*f)9dfM) = f  fPgdfio = f  Pg dpi 
J e  J e  J e

= [  g dp 1 = [  f g dpo, g e B b{E).
J e  J  e

This implies that P* f  = / , / /o-a.e. Therefore,

Lp' t t t d«  = L j h = IE РЧ1Г! d« "
When P*(x, •) is a probability measure, by the Jensen inequality one has 
Р*у^у(ж) > p, (:r) and the equation holds if and only if /  is constant 
P*(x, -)-a.s. Hence, /  is constant P*(x, -)-a.s. for p0-a.e. x. Since p(x, y) > 
0 for any у £ E  such that po is absolutely continuous w.r.t. P*(x, •) for 
any x £ E, we conclude that /  is constant /io-a.s. Therefore, /  = 1 /io-a.s. 
since /  is a probability density function.

(4) Applying (1-4.1) to

р{у,-
and letting n -> oo, we obtain the desired inequality.

(5) Let гФ_1(г) be convex for r > 0. By the Jensen inequality we have

р(а:,-)Ф 1(p(x, -))dp > Ф г(1)./ .
So, applying (1.4.1) to

f  = n А Ф~~1(р(х, •)) 

and letting n —» oo, we obtain

J  p { x , - ) p ( y , - ) d p > e ~ <b(' x ’ y ^ ^ J  p ( x , - ) Ф_1(р(ж,-))<1/ ^  > е~ф(жу)
□

Let (P,p) be a metric space. We shall often consider the following 
Harnack inequality with a power а  > 1 (i.e. (1.4.1) with Ф(г) =  ra):

acp{x,y)2-'
(i7 (* ))“ < ( P f a(y)) exP a f  £ B + ( E ) , x , y £ E ,  (1.4.4)
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where c > 0 is a constant. To state our next result, we shall assume that E  is 
a length space, i.e. for any x ф  у and any s G (0 , 1), there exists a sequence 
{zn} С  E  such that p(x,z„) -» sp(x,y) and p(zn,y) -)■ (1 -  s)p(x,y) as 
n —¥ oo.

Theorem  1.4.2. Assume that (E ,p ) is a length space and let on, «2 > 1 
be two constants. If (1-4.4) holds for о = oi, 02, it holds also for a = a \a 2.

Proof. Let
«1 — 1 a i (a 2 “ !)s = ----------- , or equivalently, 1 — s = ----------- —,

0:10:2 -  1 0!02 -  1
and let {zn} С E  such that p{x, zn) -> sp(x,y) and p(zn,y) —> (1 -s)p(x,y)
as n —> 00. Since (1.4.4) holds for о =  Oi and a = 02, for any /  e (E )
we have

'Qi a2cp{x,zn)2-(.P f ( x ))aia2 < ( Pf ai (zn))a2 exp Oi — 1

< ( Р П а2(у))ехp 

Letting n —> 00 we arrive at

0i02cp(a;,zn)2 a2cp(zn,y)2-'
Oi — 1 o2 — 1

(■Р / ( * ) Г “ 2 < (P/ ttl“ 2 (y)) exp 

=  ( P /Ql“2(2/))exp

o io 2cs2p(a;,j/)2 o2c(l -  s)2p(x,y)2  ̂
oi -  1

o 1a 2cp(a:, у)2 n
Q2 - 1

0102 — 1 □
As a consequence of Theorem 1.4.2, (1-4.4) implies the following log- 

Harnack inequality (1.4.5).

Corollary 1.4.3. Let (E, p ) be a length space. If (1.4.4) holds for some 
a > 1 , then

P(logf){x) < log Pf(y) + cp{x,y)2, x ,y  G E , f  > 1 ,/  G Bb(E). (1.4.5)

Proof. By Theorem 1.4.2, (1.4.4) holds for an(n G N) in place of o. So,
~cp(x,y)2- 
- a n — 1 .

Therefore, by the dominated convergence theorem,

P f a n{x) <(Pf (y ) )a n exp

P ( fa  ^ ( i )= lim
n—>00 V 0 -"  J ’

< lim ((Pf (y) )a~n - 1
n—to0 { a -n +  (P f ( y ) ) a }

= log Pf{y) + cp{x,y)2 □
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Obviously, each of (1-4.4) and (1.4.5) implies that P(x,  •) and P(y, •) are 
equivalent to each other. Indeed, if P(y,A) = 0 then applying (1-4.4) to 
/  = l a or applying (1.4.5) to /  = 1 + п1д and letting n -r oo, we conclude 
that P{x, A) = 0. By the same reason, P(x, ■) and P(y, •) are equivalent for 
any x, у 6 E  if

(Pf(x))a < ( P f a(y))V(x,y), x ,y  € E , f  e B+(E) (1.4.6)

or

P(\ogf)(x) <\ogPf ( y )+ y{x,y),  x ,y  e E , f  > 1, /  S Bb(E) (1.4.7) 

holds for some positive function Ф on E  x E. In these cases let
, 4 P(x,dz)

Px’y{z)-  P(y,dz)
be the Radon-Nikodym derivative of P(x, •) with respect to P(y, ■).

Proposition 1.4.4. Let Ф be a positive function on E  x E.

(1) (1.4.6) holds if and only if P{x, •) and P(y, •) are equivalent and pXtV 
satisfies

P{p1J,ia~1)}(x) <' it(x,y)1/{a~1), x , y e E .  (1.4.8)

(2) (1-4.7) holds if and only if P(x,  •) and P(y, •) are equivalent and px>y 
satisfies

P{logpX}V}(x) < Ф(x,y), x ,y  € E. (1.4.9)

(3) If  (1.4.7) holds then for a P-invariant probability measure p, the 
entropy-cost inequality

p((P* f )  log P*f) < W*(fp,p) ,  f  > 0,p (/)  = 1

holds for P* the adjoint operator of P in L2(/i).

Proof. (1) Applying (1.4.6) to f n{z) := {n Л Px,y(z)}1/(“_1), n > 1, we 
obtain

( P f n{x))a <  Ф{x,y)Pf%(y) =  Ф{x,y) [  {n Л px,y(z)}a/{a- 1)P(y,dz)
J E

< Ф (x,y) f  {n ApXiy{z)}1/{a~1'>P(x,dz) = <b(x,y)Pfn{x). 
Je

Thus,

p {plJ ya~l)}(x ) = lim Pfn(x) < Ф(х,у)1/(а-1).v Г7.-4ПО
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So, (1.4.6) implies (1.4.8).
On the other hand, if (1.4.8) holds then for any /  € B^{E),  by the 

Holder inequality

p f ( x ) =  f  {px,y}(z)f(z)P{y,dz)
Je

/  r  \  ( a - l ) / a

=  ( P n . y ) ) 1/a( P p l ( f - 1) (x)){a- iy a
< ( Р П у ) ) 1/аЩх,у)1/а.

Therefore, (1.4.6) holds.
(2) We shall use the following Young inequality: for any probability 

measure v on M, if 51,52 > 0 with u(g\) = 1, then

^(9192) < K5i loSPi) + log^(e92).
For /  > 1, applying the above inequality for 51 = px,y, 52 =  log /  and 
v =  P{y, •), we obtain

P (log /)(x )=  [  {px,y{z)logf(z)}P(y,dz)
Je

< P(\ogpx,y)(x) + logPf{y).

So, (1.4.9) implies (1.4.7). On the other hand, applying (1.4.7) to /„  =
1 + npx y, we arrive at

P{logpXty}(x) < P(log f n ) { x )  -  logn
fl -1~ 1

< log P f n(y) - l ogn+4f (x , y )  = log------- b Ф {x,y).n
Therefore, by letting n —> 00 we obtain (1.4.9).

(3) Let П € C(fp,p).  Applying (1.4.7) to P*f  in place of /  and inte­
grating w.r.t. П, we obtain

m((P7 )  log P*f)  =  [  p  log P*f(x)U(dx, dy)
Jex e

< [  logPP*f(y)n(dx,dy)  +  П(Ф)
Je x E

= A4 (log PP* f )  + П(Ф)
< logp{PP*f) + П(Ф) =  П(Ф),

where in the last two steps we have used the Jensen inequality and that 
is PP*-invariant. This completes the proof. □

 -c
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1.4.2 Shift Ham ack inequality

Let P(x, dy) be a transition probability on a Banach space E. Let

P f ( x ) =  [  f(y)P(x,dy),  f e B b(Rd)
J&d

be the associated Markov operator. Let Ф : [0, oo) —> [0, oo) be a strictly 
increasing and convex continuous function. Consider the shift Harnack 
inequality

Ф ( Р / М ) < Р { Ф о / ( е + - ) } ( ^ М ,  f e B + ( E )  (1.4.10)

for some x,e € E  and constant Сф(х,е) > 0. Obviously, if Ф(г) — rp for 
some p > 1 then this inequality reduces to the shift Harnack inequality with 
power p, while when Ф(г) = er it becomes the shift log-Harnack inequality.

Theorem  1.4.5. Let P be given above and satisfy (1.4.10) for all x, e £
E := Rd and some non-negative measurable function on R“ x l  . Then

x 6 Rd. (1.4.11)sup
f e B + ( R d ) , f Rd < P o f ( x ) d x< l

Consequently:

Ф(Pf)(x) <
1

f Rd е~Сф(х’еЫе’

(1) 7/Ф(0) = 0, then P has a transition density p (x,y) w.r.t. the Lebesgue 
measure such that

/  р(х,у)Ф 1(p(x,y))dy < Ф 1 
JRd

(2) If Ф (r) = rp for some p > 1, then

/  P ( x , y ) ^ d y  <
Jmd

1
/ Rd е_Сф1ж’еМе

(/Rd e c^(x’e)de)p-1

(1.4.12)

(1.4.13)

Proof. Let /  € B))"(Rd) such that f Rd Ф(f)(x)dx < 1. By (1.4.10) we 
have

Ф (Pf )(x)e-Ĉ  < P{ Ф о f ( e + -))(x) = [  Ф о f (y  + e)P(x, dy).
JRd

Integrating both sides w.r.t. de and noting that f Rd Ф о f (y  + e)de = 
f Rd Ф о /(e)de < 1, we obtain

Ф(Pf)(x) [  е“Сф(х’е)Ье < 1 .
J Rd

This implies (1.4.11).
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When Ф(0) = 0, (1.4.11) implies that

sup Р Д х ) < Ф ~ 1 2 *{  c t (a,e)d
/€ B + (R rf),/Rli$ o / (x )d x < l V jR < ie  ue

< 00 (1.4.14)

since by the strictly increasing and convex properties we have Ф(г) t  oo 
and r t  oo. Now, for any Lebesgue-null set A, taking /„  =  nl д we obtain 
from Ф(0) =  0 that

/jRd
Ф ° fn(%)dx =  0 < 1 .

Therefore, applying (1.4.14) to f  = f n we obtain 

P(x, A) = P1a (x) < -Ф -1 1
f Rd е~Сф(х'еЫе J  ’

which goes to zero as n —t oo. Thus, P(x,  •) is absolutely continuous w.r.t. 
the Lebesgue measure, so that the density function p (x,y) exists, and 
(1.4.12) follows from (1.4.11) by taking f(y)  =  Ф- 1(р(х, у)).

Finally, let Ф(г) = rp for some p > 1. For fixed x, let

fn{y) =
{n A p(x, y)}p~1

1 ) —n > 1 .
( / к<!{«Ар(ж,2)} р -^ г ) 5

It is easy to see that JRd f p(y)dy = 1 . Then it follows from (1.4.11) with 
Ф(г) = rp that

[  { n A p { x , y ) } ^ d y  < (Pfn{ x ) ) ^  < —------ 1 , ■
J Rd Н и *  е ~ С ф (х ’е ) d e ) ? - 1

Then (1.4.13) follows by letting n —> oo. □

Finally, we consider applications of the shift Harnack inequality to dis­
tribution properties of the underlying transition probability.

Theorem  1.4.6. Let P be given as above for some Banach space E, and let
(1.4.10) hold for some x,e E E, finite C$(x, e) and some strictly increasing 
and convex continuous function Ф with Ф(0) = 0.

(1) P(x,  •) is absolutely continuous w.r.t. P(x, ■ — e).
(2) If  Ф(г) =  гФ(г) for some strictly increasing positive continuous func­

tion Ф on (0,oo), then the density p (x,e;y) := satisfies
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Proof. For P(x, ■ — e)-null set A, let /  — l a - Then (1.4.10) implies that 
Ф(P(x,A)) < 0; hence P(x,A) = 0 since Ф(г) > 0 for r > 0. Therefore, 
P(x, •) is absolutely continuous w.r.t. P(x, ■ — e). Next, let Ф(г) = гФ(г). 
Applying (1.4.10) for f(y) = Ф(гг Л p(x, e; у)) and noting that

1.5 Harnack inequality and derivative estim ate

In this section, we consider the relationship between Harnack inequalities 
and derivative estimates of Markov operators on a geodesic space. The 
main results are reorganized from [Arnaudon et al (2009); Rockner and 
Wang (2010); Wang (2012b,d)] where different type of Harnack inequalities 
are considered.

Recall that a metric space (E, p) is called a geodesic space, if for any 
x ,y  € E, there exists a map 7  : [0,1] - 4  E  such that 7 (0) = a:, 7 (1) =  у 
and p('){s), 7 ( t ) )  =  | i  — s\p{x, y) for [0,1]. A map 7  : [0, r 0] - 4  E  with 
7 (0) =  x  for some ro > 0 and x  € E is called a minimal geodesic from x  
with speed c > 0, if p(7 (s),7 (f)) =  c\t — s| holds for s ,t € [0,ro]. For a 
function /  on E, we define |V/|(x) as the local Lipschitz constant of /  at 
point x, i.e.

Obviously, \Vf\ > 0 and | / (x ) -  f(y)\ < p (x ,y )||V /||oo . Let P  be a Markov 
operator on Вь(Е).

we obtain

Then the proof is completed by letting n —> 00. □

|V /|(x) = limsup \f(x ) ~  f {y )  1
P(*,V)

1.5.1 Harnack inequality and entropy-gradient estimate

Proposition 1.5.1. Let <5o > 0 and /3 € C '^tpoo) x E\ [0,00)). The fol­
lowing two statements are equivalent.
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(1) For any strictly positive f  £ Вь{Е),

|V P /| < 6{P( f  logf) -  (Pf ) \agPf}+0{8, - )Pf ,  6 > 50.

(2) For any p > 1 and x,y  £ E such that p(x,y) < , and for any
positive f  € Въ(Е),

( Р / П х )  <  { P f p(y)}
' f 1 pp(x,y) / ___
J o  l + ( p - l ) s P \p(x,'>

exp p -  1
;>7 («)) d s

i !/){l + Cp — l)s} ’
where 7  : [0,1] —> E is a minimal geodesic from x to у with speed 
P ( x , y ) .

Proof. For p > 1, let a(s) = 1 +  ( p -  l)s. We have J(s) := > Jo
for s £ [0,1). Then (1) implies that

[0, l ) 9 ^ 1og(P /“W f /“W(7(s))

is Lipschitz continuous and

^ lo g  ( P /“(»))p/«W(7(8))

^ p ( p - l ) { P ( / e W b g / “ W ) - ( P / e W ) b g P / e W } ,  , 44 
> ---------------------------------- -- -------------------------(7(«J)a(s)2P / a«

> -

P P ( g , l / ) | V P / ° W l  

a ( s ) Pf a(sl 
PP{x, y)

(l(s))

4 ;
p -  1

7 (s)). s e [ 0, 1).a(s) \a(s)p(a:,y)

Integrating over [0,1) we obtain (2).
On the other hand, for any z £ E, let 7 be a minimal geodesic from 2 

with /9(7 (7-), z) = r for small r > 0, and

|V/|(;z) =  limsup
1—

l/(7(r)) -  f ( z )I

We have either (i) or (ii):

(i) |V/[(z) =  limsupr_>0
(ii) |V /|(z) =  limsupr^ 0 № - f W ) .

For any 5 > Jo, let p = 1 + 6r. We have 6 > Jo(l +  Sr) and thus, 
/9(7 (7-), z) = r < for small r > 0. Applying (2) to x = 7 (7-) and у = z,
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we obtain from (i) that

5{(Pf ) l °gPf}(z)  + \*7Pf\(z) = limsup (■P f ) 1+Srb ( r ) ) - P f ( z )
r—>0

(P f 1+Sr)(z) exp
< lim sup-----------------

r—>0
= 6P(f \ogf)(z)+/3(6,z)Pf(z) .

fo 1ш Й Г/3( ш ^ ’Т,(5Г) ) с15 Pf(z)

Similarly, if (ii) holds then

|V P/|(z) -  SP(f  log f)(z) = limsup (Pf)(z)  -  (P f 1+Sr) b ( r ))
r —>0

( P f ) ( z ) - ( P f ) 1+Sr(z)ex p
< lim sup

r—>0

f 1 (1+Дг)г я(  д 'y(sr)) Jo 1+Srs P{l+Srs’ >)d s

P(6, z )PHz) -6{(Pf ) logPf}( z ) .

Therefore, (1) holds. □

Similarly, we have the following result on the shift Harnack inequality 
(see also Proposition 5.3.8 in Chapter 5).

P rop o s it io n  1.5.2. Let E  be a Banach space. Let e € E , S e € (0,1) and 
/3e 6 C((5e,oo) x E-  [0, oo)). Then the following assertions are equivalent.

(1) For any positive f  G Cl(E),

|P(Ve/) | < <S{P(/log/) — (P /)  log.P/} +  Se(6, -)Pf, 6 > 6 e.

(2) For any positive f  G В ъ ( Е ) , г  G (0, and p > i -z rg >

(Pf )p < { P { f p(re + -)})

exp Г г
pr

-Pe( 5 \
P -  1

+ (p —l)s e \ r  + r(jp — l ) s ’ + srelds

Proof. The proof from (1) to (2) is completely similar to the first part 
of the proof in Proposition 1.5.1. To prove (1) from (2), we let z,e  G E  be 
fixed and assume that P(V e/)(z) > 0 (otherwise, simply use —e to replace
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e). Then (2) with p = 1 +  5r for 5 > Se implies that

< 5 { ( P / ) l 0 g P / } ( z )  +  | P ( V e / ) | ( z )

(P{f(re + -)})1+Sr( z ) - P f ( z )
lim sup

i—>-0

( P f 1+Sr)(z) exp /с
1 (l+<Sr)r 

0 l+<5rs
< lim sup —-------------------

r—>0

= SP(f  log f){z) + Pe(6,z)Pf(z). 

Therefore, (1) holds.

d r -  Pf(z)

□

1.5.2 Ham ack inequality and L2-gradient estimate 

Proposition 1.5.3. For any constant C > 0, the L2 -gradient estimate

|V P/|2 < C2P f 2, f  e Bb(E) (1.5.1)

is equivalent to the Hamack type inequality

Pf(z' )  < Pf(z)  + Cp(z, z ' ) y / Pp@) ,  (1.5.2)

holds for all z, z'  e  E ,  f  >  0, / £ Вь(Е) .

Proof. (1.5.1) => (1.5.2). Let 7  : [0,1] -A E  be a minimal geodesic 
such that 7 (0) — z ,7 (1) =  z '. By (1.5.1), for any positive /  £ Вь{Е) and 
constant r > 0, we have

/— P
ds \ 1 + r s f(ттЬ)м»»
<

<

(1 + rs f )2 
C2p{z,z')2

4 r
S o ,

( т т о ) <г')Й Р№ )+
C2p{z, z ' f  

4 r

Combining this with the fact that

'  - t - J f L b f - r p ,
1 + r f 1 + r f
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we obtain

Pf(z' )  < Pf (z)  + C2p{^ Z')2 + r P f 2(z').

Minimizing the right-hand side in r > 0 we prove (1.5.2).
(1.5.2) => (1.5.1). By (1.5.2), we have

IPf(z)  -  P f ( z ')| < Cp(z, z ') \\f \U  f  € Cb(M).
So, P f  is Lipschitz continuous for any /  E  Въ(Е). Let z  E  E  and 7  : 
[0,1] —> M  be a minimal geodesic such that 7 (0) = z, p(7o, 7S) = s and

lim supP ^ 7^ ^ ~ P / ^  = |V P/|(z).
s—>0 S

Then it follows from (1.5.2) that

I V P / I M - U m s u p ^ 8» - ^ 10»
s—>0 S

< C lim у / Р Р Ш )  = С у / Р / Щ .
s —>0

Therefore, (1.5.1) holds. □

Correspondingly, we have the following result concerning the shift Har- 
nack inequality.

Proposition 1.5.4. Let E be a Banach space and C > 0 be a constant. 
Then

l-P(Ve/)|2 < C P f 2, f e C l ( E ) , f >  0
is equivalent to

P f  < P{f (re + •)} + \r \V C P p , r E  R, /  € B+(E).

1.5.3 Harnack inequalities and gradient-gradient estimates

In this subsection we consider diffusion semigroup Pt with generator 
(L,T>(L)) on a geodesic space (E, p) in the following sense: there ex­
ists a subclass Ao C P(L) of Вь(Е), such that for any /  E Ao and 
ip E C'°°([inf /,  sup /]) one has Ptf , ip о f  E Ao and

~r;PtL f  = PtL f  =  LPtf,  Lq}of = tp' о f L f  + ¥,,/° / |V / |2, t > 0. (1.5.3) 
dr

A typical example is a non-explosive elliptic diffusion process on a differen­
tial manifold E. In this case we take p to be the intrinsic metric induced 
by the square field of the diffusion, and let

Л  = {Ptf  : t > 0, f  E C °°,d f has compact support}.
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Proposition 1.5.5. Assume that (1.5.3) holds. Let £ be a positive measur­
able function on [0, oo), and let g € C1 ([0, t\) be increasing with g(0) =  0 
and g{t) = 1.

(1) U
|VPt/|2 < m 2Pt\Vf\2, f e A o , t >  0. (1.5.4)

Then

Ptf{y)  < log Ptef (x) + p x̂^ -  J  |</(s)£(s)|2ds, t > 0, f  £ A0.

(1.5.5)
(2) If

|VPt/ |< £ ( f )P t |V /|, f £ A o, t > 0 .
Then

(Ptf ) p(x) < (Ptf p(y)) exp pp{x,y)2
4(p

-,y) [  \c, 4 , ,  \  I '

— ) L |£<>)9(s)|
d s

holds for t > 0 and nonnegative /  G Л -

(1.5.6)

(1.5.7)

Proof. Let 7  : [0,1] —> P  be a minimal geodesic from x to у with constant 
speed p(x,y).

(1) By (1.5.3) and (1.5.4) we have

~ P S log Pt- Sef (7 о g(s))

< {p(z, y)b'(«)l ■ |VPS logPt_se/ 1 -  Ps |VlogPt_se /|2} (7 o 5(S))

< {p(a:>2/)l3/(s)l£(s)\/^ s |V logP t_se7|2 — Ps |VlogPt_se |̂2}(7 ° g(s))

< р ( х , у П ( з ) 2\д'(з)\2
4

Integrating over [0,t] we obtain (1.5.5).
(2) Similarly, by (1.5.3) and (1.5.6) we obtain

^ P s(Pt- sf)p(7 og(S))

> Ps{p (p -l)(P t„sf)p- 2\VPt- sfl2}(7 og(S))
-p(x,y)\g'{s)\ ■ |v p s(Pt- sf ) p('iо <?(s))| 

| ( p I- s/ ) p( (p~ 1)|VPt- s / |2 - W (sM x , v ) \ V P t - J \> pPt

> -

(Pt - s f )2
pp(x,y)2£(s)2\g'{s)\2

4 (p -  1) 
This implies (1.5.7).

Pt -s f

Ps(Pt_s/)p(7 O g(s)), s € [0, f].

( 7 ° S ( « ) )

□
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1.6 Functional inequalities and applications

Let H be a separable Hilbert space and (L,V(L)) a negatively definite 
self-adjoint operator on H generating a contraction Co-semigroup Pt. Let 
(£,T>(£)) be the associated quadric form. We have £{f, g) = —(f , Lg ) for 
/ ,  g € D(L). It is well known that ||P<|| < e~l^c  if and only if the Poincare 
inequality

ll/ll2 < C£{f , f ) ,  f e v ( £ )

holds. This inequality is also equivalent to inf cr{—L) > 1/C, where er(-) 
stands for the spectrum of a linear operator.

We first introduce a Poincare type inequality to describe the essential 
spectrum of L and the exponential decay of Pt in the tail norm, then intro­
duce the weak Poincare inequality to describe general convergence rates of
Pt-

1.6.1 Poincare type inequality and essential spectrum

Let (L,T>(L)) be a negative definite self-adjoint operator on a separable 
Hilbert space H, and let (£, P{£)) be the associate quadratic form. For 
B c B ,  let

| |/ | |b* = sup{|(/,p)| : g e B}, f  <E H.

We shall use the following Poincare type inequality to study the essential 
spectrum of L:

ll/ll2 < r£( f , f )  + 0(r)\\f\\2B., r > r0, f  eV(£) ,  (1.6.1)

where r0 > 0 is a constant and /3 : (ro,oo) —> (0,oo) is a (decreasing) 
function.

Let aess(L) be the essential spectrum of L. which consists of limit points 
in the spectrum cr(L) and isolated eigenvalues of L with infinite multiplicity.

The following result is due to [Wang (2004b)], which provides a corre­
spondence between upper bound of the essential spectrum for —L and the 
Poincare type inequality (1.6.1).

Theorem  1.6.1. Let ro > 0. Then the following statements are equivalent:

(1) aess(-L )  С 1,oo ).
(2) There exist a compact set В C l  and a function /3 : (ro, oo) —i (0, oo) 

such that (1 .6.1) holds.
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(3) There exist t > 0 and В  С H such that PtB is relatively compact and
(1.6.1) holds for some /3 : (ro, oo) —» (0, oo).

Recall that a linear operator on a Banach space is called compact, if it sends 
bounded sets into relatively compact sets. Let Pt = etL. It is well known 
that Pt is compact for some/all t > 0 if and only if <jess(L) = 0.

Theorem  1.6.2. The following statements are equivalent to each other:

(1) aess(L) = 0.
(2) (1.6.1) holds for ro =  0, some compact set В and some /3 : (0, oo) —> 

(0, oo).
(3) There exists t > 0 and B e l  such that PtB is relatively compact and

(1.6.1) holds for ro =  0 and some f t : (0, oo) —¥ (0, oo).
(4) Pt is compact for some t > 0.
(5) Pt is compact for all t > 0.

Now, we apply the above results to Dirichlet forms on И := L2(g) for 
a a-finite complete measure space (E, B, g). Let (£,V(£)) be a symmetric 
Dirichlet form in L2(g). We shall study (1.6.1) for

В = Вф {g : \g\ < ф},

where ф > 0 is a fixed function in L2(g). In this case

ll/IU* = sup \g(gf)\ = р(Ф\Л).
\ я \ < Ф

In particular, if g is finite we may take ф — 1 such that д(ф\ф\) = ||/ ||i. 
The following result is taken from [Wang (2002a)].

Theorem  1.6.3. Let ro > 0. If aess(—L) C [ r^ o o ) ,  then for any ф £ 
L2(g) with ф > 0 g-a.e. there exists /3 : (го, oo) —> (0, oo) such that

PU2) < r £ ( f , f )  +t3{r)g№\f\ f ,  r > r 0, f £  T>{£). (1.6.2)

When ro = 0, the inequality (1.6.2) is called the super Poincare inequal­
ity for ф = 1, and the intrinsic super Poincare inequality if ф is the ground 
state of L, i.e. the positive unit eigenfunction of inf a(—L). Of course, the 
ground state might not exist.

According to Theorem 1.6.1, to prove that (1.6.2) implies aess(—L) C 
[гц \  oo), we need to verify that РгВф is relatively compact for some t > 0. 
To this end, we assume that Pt has a density pt(x, у) with respect to g. The 
following theorem is due to [Wang (2000b)] and [Gong and Wang (2002)].
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Theorem  1.6.4. Assume that for some t > 0 the operator Pt has a density 
Pt(x,y) with respect to p, i.e.

Ptf  =  [  Pt(-,y)f(y)n(dy)
J  E

holds in L2(p). Then for any positive ф G L2(p) and /3 : (ro,oo) —> 
(0, oo), (1 .6.2) implies aess(—L) с  [t-q^ oo).

Rem ark 1.6.1. The assumption on the existence of density in Theorem
1.6.4 can be replaced by the existence of asymptotic density: a linear op­
erator is said to have asymptotic density w.r.t. p if there exists a sequence 
of linear operators {Pn} having densities w.r.t. p such that \\Pn — P Ц2 —t 0 
as n —t 00. A fact is that any compact operator has asymptotic density. 
See §3.1.3 in [Wang (2005a)] for details.

Due to this Remark, we have the following consequences.

Corollary 1.6.5. Assume that Pt has asymptotic density for some t > 0. 
Then the following are equivalent:

(1) There exist ф > 0 in L2(p) and some /3 : (ro,oo) —> (0,00) such that
(1 .6.2) holds.

(2) For any ф > 0 in L2(p), there exists (3 : (ro,oo) —> (0,00) such that
(1.6.2) holds.

(3) (Tess(-L) С [гд 1,oo).

Corollary 1.6.6. The following statements are equivalent to each other:

(1) Pt is compact for some/any t > 0.
(2) Pt has asymptotic density for some t > 0 and there exist ф > 0 in 

L2(p) and some /3 : (0,00) -> (0,00) such that (1.6.2) holds for r0 =  0.
(3) Pt has asymptotic density for any t > 0, and for any ф > 0 in L2 (p) 

there exists (3 : (0,00) —» (0,00) such that (1.6.2) holds for ro = 0.
(4) aess(—L) =  0.

As a conclusion of this section, we present the following result on (1.6.2) 
which can be easily verified by splitting arguments.

Proposition 1.6.7. Let ro > 0. If (1.6.2) holds for some positive ф G L2(p) 
and some f3 : (ro,oo) —t (0,oo), then for any ф > 0 such that ф G L2{p) 
there exists /3 : (ro, 00 )  —> (0,00) such that

M /2) < r£(f,f)+i3(r)p(4>\f\)2, f  G V(£),r > ro■
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1.6.2 Exponential decay in the tail norm

Let P  be a bounded linear operator on L2(p). For any ф,ф > 0 with 
ф, ф € L2(p) we have

Jim sup ||(P /)l{ |p /|>flv,}||2 = Jim sup p(( \Pf  \ -  Яф)+2) 1/2. 
R ^ ° ° l l / lh < l  R^ °°  ll/ lla<l

So, the above limits are independent of the choices of ф and ip. We call the 
limit tail norm of P, and denote it by ||P||t -

Theorem  1.6.8. Let ro > 0 be fixed. Then

(1) (1.6.2) implies ||Pt ||r  < e_t/r° for all t>  0.
(2) If \\Pt ||t  < e_t/r° holds for some t > 0, then for any strictly positive 

ф € L2(p) there exists (3 : (ro,oo) —> (0, oo) such that (1.6.2) holds.

Corollary 1.6.9. The following statements are equivalent to each other:

(1) (1.6.2) holds for ro — 0, some positive ф 6 L2(p) and some (3 : (0, oo) —> 
(0, oo).

(2) ||Pt ||r  =  0 for all t > 0.
(3) ||P t||r =  0 for some t > 0.

1.6.3 The F-Sobolev inequality

Let F e C(0, oo) be an increasing function such that supre(01| |rF (r)| < oo 
and F(oo) := limr_>oo F(r) = oo. We say that the F-Sobolev inequality 
holds if there exist two constants C\ > 0, Ci > 0 such that

m( / 2P ( /2)) < C if (/, / )  + c 2, f e  V(£), p ( f2) = 1. (1 .6.3)

In particular, if F = log, we call (1.6.3) the (defective when C2 f- 0) log- 
Sobolev inequality. We will provide a correspondence between (1.6.3) and

M(/2) < r£( f , f )  + /3{r)p{\f\)2, r > 0 , f e V { £ ) .  (1.6.4)

Theorem  1.6.10. Let (£ ,V (£)) be a Dirichlet form on L2(p).

(1) If  the F-Sobolev inequality (1.6.3) holds with F > 0, then (1.6.4) holds 
with fi(r) = c 1F - 1( c 2 (1 + r--1)) for some ci,c2 > 0, where Р _1(г) =  
inf{s > 0 : F(s) > r} and inf 0 := oo.

(2) If (1.6.4) holds, then (1.6.3) holds with

F(r) = Ĉ ~  [  £(et)dt -  c2(e) 
r Jo
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for any e € (0,1) and some Ci(e),c2(e) > 0, where

f(t) = sup ( -  -  — > 0, t > 0. r>0 \ r  rt )
The following is a direct consequence of Theorems 1.6.10.

Corollary 1.6.11. Assume that (£,D(£)) is a Dirichlet form.

(1) Let 6 > 0. Then (1.6.3) holds with F(r) = [log(l +  г)]5 if and only if 
(1.6.4) holds with f3(r) = exp[c(l + r~x/&)\ for some c > 0.

(2) Let p > 0. Then (1.6.3) holds with F(r) = r2/p if and only if (1.6.4) 
holds with /3(r) = c(l + r~p/2) for some c > 0. They are all equivalent 
to the Nash inequality

p ( f 2) < d  + C2£ ( f , / ) p/(2+p), /  e V(£) ,Ml/I) = 1
for some c\ , c2 > 0, and hence also to the classical Sobolev inequality if 
p > 2:

\\f\\lp/(p-2) < cim( / 2) + c2£(f,  /) ,  /  G V{£) 
for some c\,c2 > 0.

1.6.4 Weak Poincare inequality

Let (H, (•, •)) be a real Hilbert space and (L, T>{L)) a linear operator gener­
ating a Co-contraction semigroup Pt. Let £ (/, g) := (g, Lf)  for / ,  g e V{L). 
The following inequality is called the weak Poincare inequality:

\\f\\2 <a(r)£(f , f )+rA>(f) ,  f e V ( L ) , r >  0, (1.6.5)
where a  is a nonnegative and decreasing function on (0, oo), and Ф : H —» 
[0,oo] satisfies Ф(с/) = с2Ф(/) for all c € M and /  6 EL

Corresponding to the equivalence of the Poincare inequality and the 
existence of spectral gap, the weak Poincare inequality describes a “weak 
spectral gap” property. More precisely, for a conservative Dirichlet form 
(£,V{£)) on L2{p) and Ф(/) := ||/ | |^ ,  (1.6.5) with Ш := { / € L2(p) : 
p(f)  =  0} is equivalent to Kusuoka-Aida’s “weak spectral gap property” 
(WSGP for short, see [Aida (1998)]): for any sequence {/„} C T){£) such 
that p ( f2) < 1 , p( fn) = 0, and £( fn,fn) —t 0 as n —> oo, we have /„  —> 0 
in probability.

Proposition 1.6.12. Let (£,T>(£)) be a conservative Dirichlet form on 
L2(p) w.r.t. the probability space (E,B,p).  Let H := { / G L2{p) : p{f)  = 
0}. Then WSGP is equivalent to (1.6.5) for some a and Ф(/) := Ц/Ц ,̂.
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The next result indicates that the weak Poincare inequality together 
with the defective Poincare inequality imply the Poincare inequality.

Proposition 1.6.13. Assume that {£,£>{£)) be a Dirichlet form on L2(p). 
Let H be either L2(p), or the orthogonal complement of constants when p 
is a probability measure and (£, T>{£)) is conservative. Assume that there 
exist four constants Ci ,C2,C{, C'2 > 0 such that

ti(f2) < C 1£ ( f , f )  + C2\\f\\l f  e V(£)

and

P (/2) < C[£(f,  f ) + C'2\\f\\lo, f  € V{£) f |H

hold.

(1) //MI = L2(p) then C2C'2 < 1 implies

p ( f2) <  2(C lt f ^ g ( / , / ) ,  f e V ( £ ) .
1 — а/ 02О2

(2) Let \i be a probability measure, £ be conservative and И := { / € 
L2(p), p(f)  = 0}. I f c  := i ( l  + C!> +  yJ{C2 +  1 + C ')C ') < 1 then 
the Poincare inequality

M /2) <<?£(/, Я  +  М /)2, / е о д  (1 .6.6)

holds for C = (Ci + C()/( 1 -  c).

Now, let us describe the convergence rate of Pt by using (1.6.5).

Theorem 1.6.14. Assume that (1.6.5) holds. Then

\\Ptf\\2 < inf {r sup Ф(Р8/)  + ex p [-2f /a (r)] ||/ ||2} (1.6.7)
r>° L 8e[o,t] >

holds for t > 0, /  € £>(//). Consequently, if Ф(Рг/)  < Ф(/) for any t > 0 
and f  € И, then

u r n 2 < m m  + 11/ 112], * > 0, /  € v (l ), (1 .6.8)

where £(t) := inf{r > 0 : —\a(r)  logr < t} for t > 0. In particular, £(t) 4- 0 
as 1 1 00.
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The following is a converse result of Theorem 1.6.14, which says that 
at least when L is normal a convergence rate of Pt also implies the weak 
Poincare inequality.

Theorem  1.6.15. Assume that L is normal, i.e. LL* = L*L. If there 
exist Ф : H —> [0, oo] and decreasing f  : [0, oo) -4 (0, oo) such that Ф(с/) = 
с2Ф(/) for c G R and f  6 H,£(f) j. 0 as t f  oo, and

\ \ Pt f f  t > o , f e V ( L ) ,  (1.6.9)
then (1.6.5) holds with Ф =  Ф and

a(r) = 2r inf -£ _1(sexp[l — s/rl), (1 .6.10)s>0 s
where £- 1(f) := inf{r > 0 : £(r ) < t}. If in particular (1.6.9) holds for 
£(t) =  exp[—St] for some 6 > 0, then the Poincare inequality (1.6.6) holds 
for C = 2/5 and all f  € V(L) with Ф(/) < oo.

Finally, we present an analogue of Theorem 1.6.15 for a class of operators 
L, which are not necessarily normal, but are such that

£(Pt f ,Pt f )<h( t )E( f , f ) ,  t > 0 , f e V ( L )  (1.6.11)
for some positive h € C[0, oo). It is well-known that (1.6.11) holds for h = 1 
provided L is self-adjoint. Moreover, it also holds for diffusion processes 
under certain curvature condition (see Theorem 2.3.1(2) below).

Theorem  1.6.16. Assume that (1.6.11) holds. Then (1.6.9) implies (1.6.5) 
with Ф = Ф and

a h(s)ds, r > 0.

1.6.5 Equivalence of irreducibility and weak Poincare in­
equality

Let (£,Р,р)  be a ст-finite measure space. A Dirichlet form (£, V(£)) on 
L2(p) is called non-conservative if either 1 (f T>{£) or 5(1,1) > 0, while 
it is called irreducible if /  € F,(5) with £{ f , f )  =  0 implies /  =  0. We 
shall prove that the irreducibility is equivalent to the validity of the weak 
Poincare inequality of type

p( f 2) < a ( r ) £ ( f , f )  +  r(\\f\\00M\\f\\1)2, r  > 0, /  € V{£).  (1 .6.12)

Here, the L1-norm appears in the right-hand side since in this case fi  is 
allowed to be infinite and thus the L°°-norm is no longer larger than the



46 Analysis for Diffusion Processes on Riemannian Manifolds

L2-norm. Of course, the L'-norm can be dropped from (1.6.12) when fj, is 
finite.

Theorem 1.6.17. A non-conservative Dirichlet form (£,D(£)) is irre­
ducible if and only if there exists a : (0, oo) —> (0, oo) such that (1 .6.12) 
holds. Consequently, for any symmetric (sub-) Markov semigroup Pt on 
L2(iu), ||.Pt/||2 —> 0 for any f  G L2(p) as t —» 00 if and only if

lim sup ||P//||2 =  0.
* ^ ° °  ll/ lliV ||/|U <i

Proof, (a) Let Pt be the associated semigroup of (£, V(E)). Then 
(£,£>(£)) is irreducible if and only if p((Ptf ) 2) —> 0 as t —> 00 for any 
/  € L2(/i). On the other hand, by Theorem 2.1 in [Rockner and Wang 
(2001)] with Ф(/) =  H/llf V Il/H^o, (1.6.12) holds for some a if and only if

lim sup p((Ptf ) 2) = 0.
t_KX> imiivii/iu<i

So, the second assertion follows from the first one.
(b) Let /  G £>(£) with £ (/, / )  =  0. For any e > 0 let f e = ( |/ | — e)+ Л1. 

We have £( fe, f e) = 0  and by the Schwarz inequality

m \ i < p ( f 2) p ( \ f \ > s ) < ^ - .

So, applying (1.6.12) to f e we obtain p ( f 2) < r( l+£~2p(\f\)2) for all r > 0. 
This implies f £ = 0 for all e > 0 and thus, /  = 0.

(c) Now, let (£,£>(£)) be irreducible, we claim that (1.6.12) holds for 
some function a : (0,oo) —> (0,00). Otherwise, there exist some r  > 0 and 
a sequence {f n} c  P(£) such that

1 = м(/п) > ri£(fn,fn) + ^(||/n ||l V ||/„||oo)2, n >  1. (1.6.13)

Since £ ( |/n|, |/„ |) < £ ( /n, /n )5 we may and do assume that /„ > 0 for all 
n > 1 . Since {/„} is bounded both in L2(fi) and Ll (p,), there exist two 
functions /  G L2(p) , f  G L 1 (p) and a subsequence {fnk} such that f„k 
converges weakly to /  in L2(jj)  and /  in L1 (jj.) respectively. Obviously, 
M(/5) = V-ifa) for all 9 € L2(p) П L°°(p), so that /  =  /.

Let Pt be the (sub-) Markov semigroup and (L,V(L)) the generator 
associated to (£, V(£)). Then Ptf  G V(L)  for any t > 0. By the symmetry 
of Pt and the weak convergence of {fnk} to /  in L2(p), we have

lim p((Ptfnk)g) = lim p( fnkPtg) = h(fPtg) = h((Ptf)g), g € L2(p).fc—>00 /c—*00
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This implies

lim £{Ptf nk,g) = - l i m  n{{Ptf nk)Lg)
fc-»oo fc-ю о g 14)

= - t i № f ) L g )  = £{Ptf, 9), 9 € V{L).
Moreover, due to (1.6.13) and the symmetry of £,

lim £(Ptf nk,g)2 < lim £{Ptfnk,Ptfnk)£{g,g)
ас—к oo  к —>00

< lim £( fnkJ n k)£(g,g) = 0.
Ac—*oo

Combining this with (1.6.14) we conclude that £{Ptf, Pt f ) = 0 for all t > 0. 
Thus, by the irreducibility, Ptf  = 0 holds for all t > 0. This implies /  = 0 
by the strong continuity of Pt in Ь2(ц). Since (1.6.13) implies /„  < r -1/2, 
by the weak convergence of {f nk} to /  = 0 in L1 (fi) we obtain

lim K f n k) < r~1/2 lim p (/nJ  = 0.
Ac—kOO к—►OO

This contradicts to the assumption that p ( /2) =  1 for all n > 1. Therefore,
(1 .6.12) holds for some function a : (0, oo) —¥ (0, oo). □





C hapter 2

D iffusion  P ro cesse s  on  R ie m a n n ia n  
M an ifo lds w ith o u t B o u n d a ry

In this chapter we aim to study the diffusion semigroup on Riemannian 
manifolds by using Bakry-Emery’s curvature condition. By establishing the 
asymptotic formulae for the curvature operator, various equivalent semi­
group inequalities and applications are presented for the curvature lower 
bound condition. Transportation-cost inequalities, functional inequalities 
for curvature unbounded below, and intrinsic Harnack ultracontractivity on 
non-compact manifolds are also investigated. The main tools of the study 
are the Ito formula for SDEs on Riemannian manifolds and the coupling 
method.

2.1 Brownian motion w ith drift

Let M be a complete connected Riemannian manifold of dimension d, and 
let Z b e a  C1-smooth vector field on M.  We will study the diffusion process 
generated by L := A  + Z. To this end, we first construct the corresponding 
horizontal diffusion process generated by До(м) + H z  on 0{M)  by solving 
the Stratonovich stochastic differential equation (SDE) 

d
dut = y/2 ^  Hei(ut) о dB\ + H z (u4)df, u0 = и € O(M),

2=1
where Bt := (Bj , . . . ,  Bf  ) is the d-dimensional Brownian motion on a com­
plete filtered probability space (fl, {.Ft}t>o,P). Since H z is C1, it is well 
known that (see e.g. [Ikeda and Watanabe (1989); Elworthy (1982)]) the 
equation has a unique solution up to the life time (  := limJWOO (n, where 

(n := inf{t > 0 : p(pu, put) > n}, n > 1 .
Let X t = put- Then X t solves the equation

dXt = V2ut о dBt + Z(Xt)dt, X q = x := puo (2.1.1)

49
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up to the life time (. By the Ito formula, for any /  € Cq(M),

f ( X t) - f ( x ) -  f  L f ( X s)ds =  V2 f \ u : 1V n X s),dBs)
Jo Jo

is a martingale up to the life time that is, X t is the diffusion process 
generated by L, and we call it the L-diffusion process. When Z — 0, then 
X t := X t/2 is generated by  ̂Д and is called the Brownian motion on M.

Throughout the book except §2.8 where the intrinsic ultracontractiv- 
ity is considered, we only consider non-explosive (i.e. £ = oo) diffusion 
processes. In this case

Ptf(x)  := Exf ( X t), x £ M, t > 0, /  € Bb(M)

gives rise to a Markov semigroup {Pt}t>о on Вь(М), which is called the 
diffusion semigroup generated by L. Here and in what follows, Ex (resp. 
Px) stands for the expectation (resp. probability) taken for the underlying 
process starting from point x. Below we present a criterion for the non­
explosion.

Theorem  2.1.1. Let ip € (7(0, oo) be non-negative such that Lp0 < ip о pQ 
holds outside cut(o). If

dr = oo,

then the diffusion process generated by L is non-explosive.

( 2 . 1.2)

Proof. Let

/Ipo pt Г rt
dt J  exp — J  ip(s)ds d r - . g o  p0.

It is easy to see that L f  < 1 holds outside cut(o). Then, by (2.1.1) and 
Kendall’s Ito formula for the radial part (see [Kendall (1987)]),

d f ( X t) < V2(uf1X f ( X t), dBt) + L f { X t)dt

< y / 2 ( u f lX f ( X t) ,dBt) + d t
holds up to the life time (,. In particular, if X q =  x  6 M, then

g{n)P(Cn < t ) <  Ef ( X tA(n) < /(*) + *■
Since g{n) —> oo as n —> oo, this implies that

P(C < t ) <  lim P(C„ < t ) <  lim ^ X} *  1 = 0, t > 0.
n—> oo n—>oo Q\Ti)

Therefore, P(^ = oo) = 1. □
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As a consequence of Theorem 2.1.1, the following result includes two 
explicit curvature conditions for the non-explosion, see [Hsu (2002a, 2003); 
March (1986)] for the study of the non-explosion of the Brownian motion 
and relations to the Dirichlet problem at infinity. Let

Ricz (X, Y)  =  Ric(X, Y) -  (VXZ, Y), X,  Y  £ TXM, x £ M.

For any two-tensor T and any function / ,  we write T > /  if T(X,X) > 
/ |X |2 holds for X  £ TM.

Corollary 2.1.2. The diffusion process is non-explosive in each of the fol­
lowing situations:

(o) There exist non-negative functions <p,if £ C(0,oo) such that (2.1.2) 
holds, Ric > — ip(po), and

(Z , Vp0) + y / ( d -  l)tp(po) coth (vV (P o)/(d - 1) p0 ) < ip о p0

holds outside cut(o). In particular, it is the case if Ric > — c(l + 
Po) l°g2(e + Po) and (Z,Xpa) < c(l + Po) log(e + Po) outside cut(o) 
hold.

(b) There exists a non-negative h £ C([0, сю)) such that Ricz > —h о pa 
and (2.1.2) holds for if(s) := f °  h(r)dr. In particular, it is the case if 
Ricz > —clog(e +  po) holds for some constant c > 0.

Proof. The first assertion follows from the Laplacian comparison theo­
rem, Theorem 1.1.10, and Theorem 2.1.1. To prove the second assertion, 
let x cut(o) such that p0(x) > 0, and let 7  : [0, p0{x)\ —> M  be the unique 
minimal geodesic from о to x. For simplicity, we will write pa =  p0{x). Let 
и := (u1, . . . ,  ud) £ Ox(M) such that ud = jipo), and let {Ji}fZ1 be Jacobi 
fields along 7 such that Jj(0) =  0 and Ji(p0) =  иг, 1 < i  < d  — 1 . By the 
second variational formula Theorem 1.1.8 we have

A p °  =  E  0v 7Jii2 -  ( m , J i ) r J i ) ) ( s ) d s .
i= 1 J°

Let Ui be the constant vector field along 7 such that Ui(p0) = Щ, and let 
f(s)  =  1 Л By the index lemma (Lemma 1.1.11) for X{ = fUi, we
obtain

A  Po  <  J  ( (d  -  1 ) ( / ' ) 2 -  / 2R ic (7 ,7 ) )  (s )d s .
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On the other hand,

Po = Jo ^ {-f2(Z ° 7’^Hs)ds

{2f  f ' (Z  о 7 ,7 ) + / 2(V-yZ о 7 ,7 )}(s)ds.

Therefore, there exists a constant C > 0 such that

LPo< C +  — - + Г  h(s)ds =: ф (p0). (2.1.3)
Po Jo

It is easy to see that (2.1.2) holds for ip(s) JQS h(r)dr if and only if it 
holds for ip in place of ip. Then the desired assertion follows from Theorem 
2 . 1. 1. □

Since L is elliptic, according to the Malliavin calculus, for any /  G 
В ь ( М ) ,  P .f is smooth on (0,00) x M, see [Malliavin (1997); Nualart (1995)].

Theorem  2.1.3. For any f  G  В ь { М ) ,  the backward Kolmogorov equation

~ P tf  = LPtf,  t > 0 (2.1.4)at
holds. If moreover f  G C2(M) such that L f  is bounded, there also holds 
the forward Kolmogorov equation

j t Ptf  = PtLf ,  t > 0. (2.1.5)

To prove this theorem, we will make use of the following simple lemma 
concerning the exit time. For r > 0, let

oy = inf{f > 0 : X t £ B(X0,r)},

where for x  G M  and r  > 0, B{x, r) := {y G M : p{x, y) < r} is the geodesic 
ball at x  with radius r.

Lemma 2.1.4. For any x G M  and r > 0, there exists a constant c > 0 
such that Px(<rr < t ) <  e~cr holds for t G (0,1].

Proof. There exists a constant c\ > 0 such that Lp2x < c\ holds on 
B(x, r) outside the cut-locus of x. Let 7t := px{Xt), t > 0. By Kendall’s Ito 
formula [Kendall (1987)], there exists a one-dimensional Brownian motion 
bt such that

d72 < 2л/ 27t dbt -I- ci df, t < ay.
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Thus, for fixed t > 0 and 5 > 0,

„ (6  2 S 52 Г  2j .
z s  : =  exp | j 7s -  - C i s  -  4 ^ -  J  ̂ 7 *du ] , s  <  a r  

is a supermartingale. Therefore,

P(ov < t) = P < max 7sAov > r \l»€[0,t] J
< P \ max ZsA(JrUe[o,t]

^  ^ б г 2 / t —6 c i —462r 2/ t

< exp ( c\5 — -{dr2 — 462r2)

The proof is completed by taking 6 := 1/8. □

Proof. [Proof of Theorem 2 .1.3] For fixed x G M ,  let h G C q° ( M )  such 
that Ii \b (x,i) — 1- By the Ito formula,

d(hPt- sf ) ( x s) =  dm s + { L(hPt_s/ ) +  h ^ p t„sf } ( x s)ds, s e [o,t]

holds for martingale dMs := y/2 (V(/iPt_s/)(X s), usdBs). Thus,

limEx{hPt_sf){X s) -  Ptf{x)
s|0 S

=  Й Е1  j f  Ы кР‘- / )  + (2.1.6)

=  { № / - ^ P , /}(*)•

On the other hand, by Lemma 2.1.4,

|E*(/iPt_s/)(X 5) -  Ptf ( x ) | < ||/(ft -  l)||ocP“(ai < e)
< ||/(/1- l ) | |00e-c/8

holds for some constant c > 0 and s G (0,1]. Therefore, (2.1.4) follows from 
(2.1.6).

Next, if /  G C2(M) such that L f  is bounded, then by the Ito formula, 
f { X t) — f { X 0) — fo L f ( X s)ds is a martingale. So,

Ptf -  f +  [  PsLfds, s > 0.

This implies (2.1.5). □
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2.2 Formulae for VPt and Ric^

The derivative formula  of Pt is known as Bismut-Elworthy-Li formula [Bis­
mut (1984); Elworthy and Li (1994)]. The formula we are introducing is a 
more general version due to Thalmaier [Thalmaier (1997)]. Let us introduce 
the Wl <g> Kd-valued process {Q t}t>o> which solves the ordinary differential 
equation

-Qt = -R ic f  (ut)Q t, Q0 = I ,  (2.2.1)

where щ is the horizontal L-diffusion process with puo = x, and Ricf (iq) 
is a random variable on such that

= Kicziutb^ta), a,b & Rd. (2.2.2)

Since Ricf is continuous and the process is non-explosive, this equation has 
a unique solution. In particular, let К  G C(M ) be such that Ric^ > К , 
then

ilQtll <  exp t > 0, (2.2.3)

where || • || is the operator norm on Md.

T h eo rem  2.2.1. Let t >  0,x G M and D be a compact domain such that 
x G D°, the interior of D. Let td be the first hitting time of X t to dD, 
where X q =  x. Let F  G C 2([0 ,f] x  D) satisfy the heat equation

dsF(-,x)(s) = LF(s,-)(x), s G [0,t],a: G D. (2.2.4)

Then for any adapted absolutely continuous Ш+-valued process h such that 
h(0) = 0, h(s) = 1 for s > t/\TD and Е (/0* h'(s)2ds)a < oo for some a > 
there holds

Uo1VF(t,-)(* )  =  ^ = E ^ F ( 0 ,X tATD) j \ ' ( s ) Q ; d B X

Proof. Let Fs = F(s, •). By Theorem 2.1.3 and Theorem 1.1.4, we have

-j-(dFs) = d LFS = d{—d*dFs + (d FS)(Z)} as
= Ai(d Fs) +  V z (dFs) + (V.Z, VFS) (2-2‘5)
= (Di + Vz )(dFs) - R ic z (-,VFs).

On the other hand, by the ltd formula,

d(d/)(X s) =  ( D i + V z )(df )(Xs)ds + V2XUsdBs(d f) (Xs), f  G C2(M).
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Combining this with (2.2.5), we obtain

d(dFt_s)(Xs) = V2VUsdB,(dFt- s)(Xs) +R icz (-,VFt_s(Xs))dS. (2.2.6)

Now, for any a G Md, letting vs =  usQsa G TxsM, s G [0, t], it follows from 
(2.2.6) and (2.2.1) that

d (XFt- s{Xs),usQsa) = V2RessFt_s(usdBs,usQsa)(Xs) (2.2.7) 

is a local martingale. Moreover, by the Ito formula we have 

d Ft_s{Xs) = V2(XPt- sF0{Xs),usdBs),

so that

Fo(Xt/\TD) — Ft (VFt — sATd (XsATO ) 5 Usd-Bs) •

Therefore, noting that h'(s) = 0 for s > t Л тр, we have

■ ±=E^Fo(XtATD) j  (h\s)Qsa,dB s) }

=  e |  j \ v P t- sF0(X .),v .)(h  -  l) ,(s)d s|

= E{(XFt_s(Xs),vs) ( h - l ) ( s ) } \ t0

- E  [  (h - l ) ( s )d (X F t„s(Xs),vs) 
Jo

= (VFt , ща),

( 2 .2 .8)

where the last step follows from the fact that (h— l)(s)d(V.Ft_s(Xs), vs) is 
a martingale for s G [0, t] according to (2.2.7) and our assumption on h. □

In [Thalmaier and Wang (1998)] some explicit processes h required in 
Theorem 2.2.1 have been constructed according to the geometry on D, 
from which one obtains explicit gradient estimates of Ptf  only using local 
geometry of the manifold. For instance, we have the following result.

Corollary 2.2.2. Let Ricz  > К  for some К  G C(M). For any x G M let 
k(x) = s u p +  |Z|). Then there exists a constant c > 0 such that

| V P t /| <
WfWoo exp[c(l + к)] 

Vt  Л 1
t > 0 , f € B b(M).
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Proof. By the semigroup property and the contraction of Pt, it suffices 
to prove for t < 1. We will apply Theorem 2.2.1 to D = B(x, 1). Let 
/  = cos(7rpx/2). Let X q = x and

T(s)=  Г  r 2(Xr)dr, 
Jo

and set T(s) = oc for s > тр. Let

s <TD

r(s) =  inf{r > 0 : T(r) > s}, s > 0.

Then г о T(s) = T  о r(s) = s for s < тц>. Since /  < 1, we have T(s) > s 
and t ( s ) < s. Moreover,

t,(s) =  t ^ ) = / 2(^ w )’ s - Td' (2'2’9)
Define

1  <-sAr(t)
h(s) = 1 -  -  /  r 2(Xr)dr. 

t Jo
Then h meets the requirement of Theorem 2.2.1, and

/■T(t) -1 /-r(t)

J  h'(s)2ds = p  J f ~ A{Xs)ds

1 /"r№ 1 C*
= £  l  r 2( x s)dT(s) =  £  J  r 2( x T{s

It is easy to see from the Ito formula that s H- X T(S) is generated by f 2L, 
which is non-explosive on B(x, 1). So, it follows from Kendall’s Ito formula 
that

(2.2 .10)

))d5

dr 2(XT{s)) < dMs + ( f 2L f~ 2)(XT{s))ds (2.2.11)

holds for some local martingale Ms. By Theorem 1.1.10 and the definition 
of к, there exists a constant c\ > 0 such that

(sin[irpx/2])Lpx < ci(l + k(x))

holds on B(x , 1). Thus, there exists a constant C2 > 0 such that 

f 2Lf ~2 =  - 2 f - ' L f  + 6 / - 2|V /|2 < c2(l + ф ) ) Г 2 

holds on B(x, 1). Therefore, (2.2.10) and (2.2.11) yield
/•T(t) 1 f t

E* J  h/(s)2ds < ^  jf E * f - 2(XT{s))ds 

< \  f  eC2{1+K{x))sds < ^ е сз(1+к(ж», t G (0,1]
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for some constant c3 > 0. Let v £ TXM  such that |г>| =  1. Since by (2.2.3) 
and Ricz > — k ( x ) on B(x, 1)

K l < |г>|еск(х), s < r ( t ) , t <  1

holds for vs := usQsu0 1u, it follows from Theorem 2.2.1 that

|(VPt/(*),t;)| < ec « (x )  ( e J { \ h'(sYds
1/2

< =c4e1c4(1+ k (x ))

Y i
holds for some constant c4 > 0 and all t £ (0,1]. This completes the proof.

□
Next, we present derivative formulae of Pt without using hitting times, 

which are essentially due to Bismut [Bismut (1984)] and Elworthy-Li [El- 
worthy and Li (1994)].

Theorem  2.2.3. Assume that Lp2 < c(l + p2) holds outside cut(o) for 
some constant c > 0. If

Ricz > d  -  16e_(c+16)tPo (2.2.12)

holds for some constant d  £ K, then for any h £ Сг([0, t]) such that h{0) =
o,M*) =  i,

Uo1VPtf ( x ) = E x{ u f 1V f(X t)}
1 Г P л (2.2.13)

= — E*l[f ( X t) J  h'(s)Q;dBsj

holds for f  £ C l  (M), x  € M  and v 6 TXM. In particular, taking h(s) =

1 A f ,

u^VPtHx)  =  J ^ E * [ f { X t) J  Q ldP,}.

Proof. By Kendall’s Ito formula [Kendall (1987)],

dPo(Xt)2 < 2V2p0(Xt)dbt + c(l + p0(Xt)2)dt

holds for some one-dimensional Brownian motion bt. Letting A = 16 + c, 
we obtain

d{e-Atp0(^ t)2} < 2V2p0(Xt)e-Xtdbt + ce~Xtdt -  l te~xt Po(Xt)2dt. 
Therefore, letting C(t,x) = GP°(x )2 + ct  ^

Exe16/otA<r* exp[-As]p0(Xs)2ds < ( j^  x )EXe2^ 2 P°(XA exp[-As]db,

< C(t, x) (EXe16 /оЛ<" exp[-2As]p0(.X,)2ds\ V2
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This implies that

Exe16/оЛ<" exp[-As]p„(Xs)2ds < C(t,x)2.

Letting n-A- oo, we arrive at
]gx e 16exp[-At] f *  p0(X 3)2ds <

Combining this with (2.2.12) we conclude that for К  := d  — 16е_(с+16)4Ро> 
one has Ricz > К  and

sup Exe-fo K (Xs)ds < oo, K c M i s  compact. (2.2.14)
хек

Therefore, due to (2.2.1) and Theorem A.6(i) in [Elworthy (1982)] (see also 
Theorems 3.1, 9.1 in [Li, X.-M. (1994)]), we have sups€[0,t] ||VPe/||oo < oo. 
Then the first equality in (2.2.13) follows from (2.2.7) by taking F(x,s) = 
(V-Pt_s/(x), vs) for vs = usQsu ^ v ,  v £ TXM. Next, by the first equality in
(2.2.13) and (2.2.14), we obtain

E* sup |(VPf_s/(X s),us>| < ||V /||ooEV oK' ^ ) ds <oo.
s€[0,t]

So, for the above vs it follows from (2.2.7) that {VPt- sf ( X s), vs), s £ [0, f] 
is a uniformly integrable martingale, and thus, (2.2.8) holds for t in place of 
t A td and any h £ C1([0, t]) with h(0) = 0, h(t) = 1. Therefore, the second 
equality in (2.2.13) holds. □

According to (2.1.3) and the Laplacian comparison theorem, Theorem 
1.1.10, the assumption Lp2 < c(l +  p2) in Theorem 2.2.3 is ensured by 
the assumption

(A2.2.1) 3C > 0 such that either Ric^ > —C, or Ric > —C(1 + p2) and 
(Z, Vp0) < C(1 + po).

The above two theorems describe the gradient of Pt by using the curva­
ture Ricz- Below we present characterizations of Ricz using the gradient 
of Pt.

Theorem  2.2.4. Let x  £ M  and X  £ TXM with |X| =  1. Let f  £ Cq°(M) 
such that V /(x) =  X  and Hess/(ж) =  0, and let f n = n + f  for n > 1. 
Then:

(1) For any p > 0, Ricz(X, X) = lim Pt \ V f n x ) - \ X P tf\P(x)
pt
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(2) For any p > 1,

ш сг(х , х )  = _ iv p ,/! ’)(*>

=  lim lim
n —>oo t—>0

4 (p -  l)t 
2 p № /„2 -  (Ptfn/P)P}

4(p — l)i
(3) Ric.z(X, JQ г,? е^иа/ fo eac/i of the following limits:

)(*)■

lim lim [(Pt/n){Pt(/n log/n) -  (Pt/„)logPt/ n} - f |V P t/ | 2](x),t гОО C Hj I/

I»™ 1™ [4iP«|V/|2 + ( P / 2) log P j f  -  Pt{ f l  log / 2}] (x).

Proof. Since V /(x) = X and Hess/(x) =  0, by the Bochner-Weitzenbock 
formula Theorem 1.1.4,

1
Г2(/,/)(х )  := ^ L |V /|2(x) -  (V/, VL/)(x) = Ricz (X,X). (2.2.15)

Therefore, the first assertion follows from the Kolmogorov equation Theo­
rem 2.1.3 and the Taylor expansions at point x (recall that Hess/(x) =  0):

P |V / |p = |V /[P + tL |V /|p + о (t) =  |V /|P + | | V / r 2L |V /|2 + 0(f),

|VPt/ | p = |V /|p + p t |V / r 2(VL/, V /) + o(t) 
for small t > 0.

Next, let f n — n + f ,  which is positive for large n. We have, for small 
t > 0 and large n,

Ptfn -  (Ptfn/pr  = t { L f2n -  p /2(p- 1)/pP / 2/p)

+ £  {I?Sl -  p(p -  l ) / 2(p- 2)/p(L /2/p)2 -  p f l r - W ’ L ' t f ’ ) + o(t2)

г  2( / , / )4(P ~ l)t |V^|2 + 4(p -  l)f2

+

P
8(P ~ 1 )t2 

P
(V/, VL/) -I- t20 (n _1) +  o(t2),

where o(t2) depends on n but О (n *) is independent of t such that nO(n J) 
is bounded for n > 1. Combining this with (2.2.15) and

|VP(/ | 2 =  | V / |2 + 2 t(V /, VL/) + o(f), (2.2.16)
we prove the first equality in (2). Similarly, the second equality follows
since

Pt|V / |2 =  |V / |2 + fL |V /|2 + o(f). (2.2.17)
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Finally, (3) can be proved by combining (2.2.16) and (2.2.17) with the 
following two asymptotic formulae respectively:

(Ptfn){Pt(fn log /„) -  (Ptfn) log Ptfn}

= (fn +£0(1) + o (t)) |t[F (/„ lo g /n) -  (1 Flog fn)Lfn\

+ j  [L2{fn log/„) -  (1 + log/„)L2/„ -  f ^ i L f n ) 2] + o(t2)}

= W l 2 + t2T2(f, / )  + 2f2(V/, V i / )  + t20(n~2) + o(t2); 
and

(Ptfn) log Ptfn ~ pt(fn log f 2)
= t [(1 + log / 2)L /2 -  L ( f2 log / 2)]

+ J  [fn2(L f2)2 + (1 + log f 2)L2f 2 -  L2( f 2 log f 2)}

= —4t|V /|2 -  4t2(VL/, V /) -  2f2L |V /|2 + о(t2) + t20(n~l ). n

2.3 Equivalent semigroup inequalities for curvature lower 
bound

In this section we aim to provide various equivalent semigroup properties 
for the curvature lower bound. Basing on Theorem 2.2.4, we first introduce 
equivalent gradient inequalities.

Theorem 2.3.1. Assume (A2.2.1) and let p 6 [l,oo) and p =  p A 2. 
Then for any К  € C(M) such that K~ /  p2 —t 0 as p0 —¥ oo, the following 
statements are equivalent to each other:

(1) Ricz  > K.
(2) \VPtf{x)\v < E"{|V/|P(Xt)e x p [ -p /0t A(Xs)ds]} holds for t > 

0, x e M , f  eC l (M ) .
(3) For any t > 0, x € M and positive f  e Cl(M),

P\pt f 2_.Г ^ Ptf p ^ A  <  Ex {\V f\2(X t) [  e- 2/ ^ № dsl ,
ЧР ~ 1) l Jo )

where when p = 1 the inequality is understood as its limit as p f  1: 
Pt{f2 log f 2)(x) -  (Ptf 2(x)) log Ptf 2(x)

< 4ЕЖ j |V / |2(Xt) j f  e“2^ K(Xr)drd s |.
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(4) For any t > 0, x € M  and positive f  € Cl(M),
|VPt/ | 2(x)
< __________________ PtP  -  ( A i r __________________
~ P(P~ l ) J ^ { ( P t - s f ) 2- ^ X s)ex p [ -2 j ^ K (X r)dr)})-4s '  

where when p = 1 (hence, p = 1), the inequality is understood as its 
limit by taking p 4- 1 •'

|Vp  fl2(x) < (Pt ( f l 0 g f ) - ( P tf)\0gPtf}(x)
J*(E*{Pt- sf ( X s) e x p [ -2 j ° K (X r)dr}})-4s

Proof. According to the proof of Theorem 2.2.3, < oo
holds for any p,t > 0 and x £ M.  So, according to Theorem 2.2.4, we 
obtain (1) by applying (2) to /  e Cq°(M) such that Hess/(x) =  0, or 
applying (3) to n + f  in place of / ,  or applying (4) to (n +  / ) 2/p when p > 1 
(resp. n + f  when p = 1) in place of / .  So, it suffices to show that (1) 
implies (2)-(4).

Firstly, (2) follows from (1) according to the first equality in (2.2.13) 
and (2.2.1). To prove (3) and (4), let p € (1,2]. By an approximation 
argument we assume that /  £ C°°(M) and is constant outside a compact 
set such that L f p is bounded for any p > 0. In this case, by Theorem 2.1.3, 
(2) for p = 1, and the Holder inequality, we obtain at point x that

± p s(pt- sf 2'p)p = p (p -  i)Ps{|VPt_s/ 2/p|2(Ft_s/ 2/ T -2}

< p ( p -  l)E*{(Ex *|V /2/p|(Xt_s)e -/o -s K(x Pdr)2(Pt_sf 2/P)p- 2(Xs)}

< 4(р ^ .1)Ех{(Ех»(| V / |2(Xt_s)e~2/ о - *r(*-)dr))

x ((Pt_s/ ^ ) ( P t_s/ 2/P)P-2)(As)}.
Since 2 — p e [0,1], by the Jensen inequality

P t - s f^  < (Pt-s f2/p)2- p, 
so that by the Markov property,

-f-Ps(Pt-sf2/pY  < 4( -̂—  -E*{1 V /l2(Xt)e~21? }as P
holds for s G [0, t\. This implies (3) by taking integral over [0,£]. Similarly, 

^ P s(Pt-sf)P = p ( p -  l)Ps{(Pt-sf)p- 2\VPt-sf\2}

> P(p -  l)(EJ |VPt- ,/ |(X ,)e -  /о * (x-)dr)2
Ex(Pt-Sf  )2-P(X s)e~2 K(Xr)dr

> p(p — l)|V Pt/ | 2
~  E x ^ t - s f ^ - P t X s ^ f o K & r ) ^ ’ s £  [0,4].
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Integrating over [0, t\ we prove (4). □

When К  is constant and p  E  [1,2], the above equivalences are well 
known according to Bakry-Emery and Ledoux (see e.g. [Bakry (1994,1997); 
Bakry and Emery (1984); Bakry and Ledoux (1996a); Ledoux (2000)]), 
while when p  > 2 and К  is constant the equivalence of (1) and (2) is first 
observed by von Renesse and Sturm in [von Renesse and Strum (2005)]. 
The present general version of these equivalences appear here for the first 
time.

Next, we aim to present equivalent Harnack and cost inequalities for 
the curvature lower bound. To this end, let us first introduce two useful 
couplings for the diffusion process generated by L, namely, the coupling by 
parallel displacement and the coupling by reflection. These couplings were 
first introduced by Kendall (see [Kendall (1986)]) by taking independent 
coupling in a neighborhood of the cut-locus, and then refined by Cranston 
[Cranston (1991)] by taking limit as the neighborhood converges to the 
cut-locus. Here, we adopt the formulation of [Wang (2005a)] where these 
couplings were constructed by solving SDEs on M  x M  which are singu­
lar on the cut-locus, see proofs of Theorem 2.1.1 and Proposition 2.5.1 in 
[Wang (2005a)] which work also for the slightly more general framework in 
Theorem 2.3.2 below (cf. Section 3 in [Arnaudon et al (2006)]).

For x, у e M  such that (x, y) ^ cut := {(x',y') e M x M  : x' E  cut(y')}, 
let { J J t i  be Jacobi fields along the minimal geodesic 7 from x to у such 
that at x and у {J4, 7 : 1 < г < d — 1} is an orthonormal basis. Let 

d - 1

I z ( x , y )  = ^2 l{J i , J i )  +  Zp(-,y)(x) + Zp(x,-)(y).
i = 1

Moreover, let Px,y : TXM  -A TyM  be the parallel transform along the 
geodesic 7 , and let

MXtV : TXM  -7 TyM ; v PXyVv -  2{v,j)(x)-y(y)
be the mirror reflection. Then Px<y and Mxy are smooth outside cut and 
D := {(я, x) : x E  M}.  For convenience, we let Px>x and Mxyx be the 
identity for any x E  M.

Theorem  2.3.2. Let x ф у  and T  > 0 be fixed. Let U : [0, T) x M 2 —> T M 2 
be C1 -smooth in [0, T) x (cut U D)c.

(1) There exist two Brownian motions Bt and Bt on a complete filtered 
probability space (fi, {Jrt}t>o)P) such that

l { ( X t ,X t ) { c u t } d B t  =  1 {(X t ,X 4) ^ c u t} ^ t  1 P X t , X t U t d B t
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holds, where X t with lift щ and Xt with lift щ solve the equation 

f dX t = y/2ut odBt + Z(X t)dt, X 0 = x
\  dXt = V2ut odBt + {Z(Xt) + U(t,Xu X t) l {Xt^ ty}dt, Xo = y. 
Moreover,

dp(Xt,X t) < {Iz (Xt, X t) + (U(t,Xt , X t),Vp(Xt,-)(Xt)) l{x^ Xt}}dt.

(2) The first assertion in (1) holds by using MXf Xt to replace Px  Xf. In 
this case 
d p(Xt,X t)

< 2\ /2dbt + {Iz (Xt , X t) + (U(t,Xt, X t) ,Xp(Xt ,-)(Xt)) l{x^ Xt]}dt 

holds for some one-dimensional Brownian motion bt.

Definition 2.3.1. The couplings in Theorem 2.3.2 (1) and (2) are called the 
coupling by parallel displacement and the coupling by reflection respectively.

The coupling by reflection was first introduced by Lindvall and Rogers 
[Lindvall and Rogers (1986)], see [Chen and Li (1989)] for more couplings 
of diffusions on Md. The next result provides some additional equivalent 
statements for Ric^ > К  for some constant К , where the equivalence of
(1) and (2) is due to [von Renesse and Strum (2005)]. It is easy to see that
(2) is also equivalent to

Wf(pPt, uPt) < Wf(p,  o)e-Kt, p , v e  V{M),

where pPt e V(M)  is defined by (pPt)(A) — р(/У1д) for measurable set 
A. (3) was initiated in [Wang (1997b)] while the equivalences of (l)-(4) 
are essentially due to [Wang (2004a, 2010b)], and (7)-(8) are found in 
[Bakry et al (2011)]. See Theorem 4.4.2 in Chapter 4 for 7 more equiv­
alent transportation-cost inequalities. Moreover, (12) and (13) are taken 
from [Bakry and Ledoux (1996a)], which provide gradient inequalities using 
the Gaussian isoperimetric function

1 f s _ j£Ig := Ф[з о Фб, where Фg(s) =  —=  / e 2 dtt, s € l .
v 27Г J—oo

Finally, (14) and (15), first presented in [Bakry et al (2012)], are the Har- 
nack type inequalities corresponding to (12) and (13) respectively.

Theorem  2.3.3. Letp 6 [l,oo) and К  e R be constants, and letpt(x,y) be 
the heat kernel of Pt w.r.t. a measure p equivalent to the volume measure. 
Then the following assertions are equivalent to each other:
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(1) R icz >  K .
(2) For any x,y  E M and t > 0, Wg(SxPt, SyPt) < p(x,y)e~Kt holds.

(2') For any vi ,v2 E M andt > 0, Wg(oiPt, viPt) < W g p 2) ^ Kt holds.
(3) When p > 1, for any f  E B ^ (M),

(■Ptf)p(x) < Ptf p(y) exp x,y £ M,t  > 0.Kpp{x,y)2 
2(p — l)(e2Kt -  1)

(4) For any f  E Bb(M) with /  > 1,

Pt log f (x)  < log Ptf{y) +  x , y £ M , t >  0.

(5) When p > 1, for any t > 0 and x, у E M,

: exp

(6) For any t > 0 and x, у G M,

*  w ™  -  и
(7) For any 0 < s < t and 1 < q\ < such that

p{dz) <

.2( p -  l)2(e2Kt -  1). 

Kp(x,y)2

1<?2 ~ 1 =  _____
qi — 1 e2Ks — 1 ’

(2.3.1)

there holds

{Ps(Pt_s/ P } «  < (Pt/ 91) * ,  /  > 0 , /  € Bb{M).

(8) For any 0 < s < t and 0 < <72 < Qi or 92 < qi < 0 such that (2.3.1) 
holds,

{ P t D ^  < { P s(Pt_ s f r } £ ,  f  > 0 , f  E Bb(M).

(9) |V Pt/|p < e_pKtP t|V /|p, f E C l ( M ) , t >  0.
(10) For any t >  0 and positive f  E C^(M),

(P A 2){P J2 - ( P t l / [ ^ ) pA2} < 1 -  e -2Kt
4(p Л 2 — 1) ' ~ 2K '

When p = 1 the inequality reduces to the log-Sobolev inequality

Pt(f2\ogf2) - ( P tf 2)logPtf 2 < 2( 1 - „-2КП
-^t|V /|5
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(11) For any t > 0 and positive f  £

Iv p  f|2 < 2K{Ptf ^ V  -  (Ptf)pA2} ( P t f ) ^ +
1 tJl ~ (рЛ 2)(рЛ 2 - 1)(еж - 1)

When p = 1 the inequality reduces to
л 2 .  2K{Pt( /lo g /)  -  (Pt/)logP t/}P t/

-  e2A:t _  ! ■
(12) For any f  £ В ь ( М )  and t >  0,

| V F t / | 2 ^  ^ # n { ( ^ № / ) ) 2 -  ( Л Ы / ) ) 2 }.

(13) For any f  £ Cj(M) and f > 0,

IG(Ptf) < Pt\jlG{f)2 +  — ^ — |V /|2.

(14) For any f  € В ь ( М )  and t > 0,

ФёЧ-^/Х®) ^  Ф ёЧ -^Л Ы  + P(x ’y)][ e2Kt~_: f ’ x , y e M .

(15) For any smooth domain A С M  and A(r) := {z £ M : p(z, A) < r} for 
r > 0,

Ftl^(^) ^  Pt 1л(е— Ktp(x,y)) (?/)) t ^ О, X, у £ M .

Proof. The equivalence of (1), (9) and (10) follows directly from Theorem 
2.3.1 with constant K.  The proof of (11) implying (1) is the same as that 
of Theorem 2.3.1(4) implying (1), while (11) follows from Theorem 2.3.1(4) 
since by the Jensen inequality we have

E {(Pt-sf){2~p)\ x s)} < (EPt- sf ( X s) f - p)+ = (P J)(2- p)+.

By Theorem 1.4.1, (3) and (4) are equivalent to (5) and (6) respectively. 
Moreover, according to Corollary 1.4.3, we see that (3) implies (4). There­
fore, it remains to prove that (1) is equivalent to (2)/ (2'), (1) implies (3),
(4) implies (1), and (10) with p = 1 is equivalent to each of (7) and (8), (1) 
is equivalent to (12), (12) is equivalent to (14), (1) implies (13), (13) and 
(14) imply (15), and (15) implies (9) with p — 1.

(a) (1) is equivalent to  (2), (2'). By (1) and the index lemma 
Theorem 1.1.11, we have Iz(x,y)  < ~Kp(x,y).  So, using the coupling by 
parallel displacement and Theorem 2.3.2 with U = 0, we obtain from (1) 
that

W?(6xPu 6yPt) < (Ep(Xt,Ti)p)1/p < p(^y)e~Kt.
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That is, (1) implies (2). Obviously, (2') implies (2). It is also easy to see 
that (2) implies (2'), so that they are equivalent. Indeed, let n G C(iq, ^2) 
such that W£(i>\Pt, v-iPt) = 7r(pp)1/p. Then from Proposition 1.3.1 and (2) 
we obtain

W£(viPt,v2Pt)p < [  WP{6xPt,6yPt)pTr(dx,dy)
JMxM

<e~pKtW p(vu v2y .

On the other hand, if (2) holds then letting Tdx,y be the optimal coupling 
for 6xPt and SyPt for the Lp-transportation cost, for /  G C([ (M) we have

|VPt/(a;)| < lim
y - y x

< lim
y - y x

I m x m  If ( x ') -  }{y'№x,y{dx' ,dy' )  

\ JMxM '  Р(Х',У') >
W£(6xPt,6yPt)

(p - i )/p

p{x,y)
< e-K t(Pt |V /|p/(p- 1)){p- 1)/p(a;).

Thus, (9) holds, which is equivalent to (1) as mentioned above according 
to Theorem 2.3.1.

(b) (9) implies (3). By approximations and the monotone class theo­
rem, we may assume that /  € С£(М), inf /  > 0 and /  is constant outside a 
compact set. Given x ф у  and t > 0, let 7 : [0, t] -> M  be the geodesic from 
a; to у with length p{x,y). Letting vs = d7s/ds, we have |us| =  p(x,y)/t. 
Let

_  t(exp[2Ks] -  1) 
exp[2 Kt\ — 1 s G [0, t].

Then h(0) =  0, h(t) = t. Let ys = 'yh(s)- Define

if(s) = logPs(Pt_sf ) p(ys), s G [0,4].
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By (9) with p = 1 we have |VPt/ |  < e KtPt\Xf\. Combining this with the 
Kolmogorov equations, we obtain (simply denote p(x, у) by p)

+  h'(s)(VPs(Pt- sf r , v Hs))}

> psip^_sf )Pp s { ( p -  i ) ( ^ W r 2|VPt- s/[2

- £ e - K'h'{8)(Pt- af r - 1\VPt- ef \ }

=  ps(pf_s/)PP-{(Pt- ^ ) P((p -l) lV lo g P t- s/|2

- ^ '( s ) e - ^ |V l o g P t_s/ |) }

>  ___pK 2p2exp[2Ks}
~ (p — 1)(ехр[2КТ] — l)2’ 1 ’ J‘

By integrating over s from 0 to t, we complete the proof.
(c) (4) implies (1). Let x G M  and X  G TXM  be fixed. For any n > 1 

we may take /  G C^°(M) such that /  is constant outside a compact set, 
and

Vf(x)  = X , Hessy(x) = 0, /  > n . (2.3.2)

Taking j t  — ехрж[—2fVlog/(a;)], we have p(x,"/t) = 2t|Vlog/|(a;) for t G 
[0,to], where to > 0 is such that 2to|i^| < fof{x). By (4) with у =  "ft , we 
obtain

PtOogf){x) < logPt/(7t) + Ж ^ 2к 1° ! /1|2(ж)- * e (°.*o]- (2-3.3)

Since L f  G Cq(M) and Hess/(:r) = 0 implies V |V /|2(:r) =  0, at point x we 
have

^ P t  log f \ t=o = L log f  = -  | V log /|2,

df2
Ttlog/!t=o = L2 log /

^ _ ( ^  + 2 № / + 2 { V £ / i V r V M

+ ^ t / _ ^ _ 2 (v |v / |2 )V /_2)

L2f  (Lf)2 2
/ 2 ff

а д а / ) . Щ £  + 4 Ю
/ 2 / 3 /4
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Thus, by Taylor’s expansions,

Pt(\ogf)(x) = \ o g f ( x ) + t { r 1L f  - \ V l o g f \ 2)(x) + j A  + o(t2) (2.3.4)

holds for small t > 0. On the other hand, let Nt — Pxr/tV  log f(x),  where 
Px,lt is the parallel displacement along the geodesic t 7t . We have 
71 = —2Nt and V-ytATt = 0. So,

log-Pt/(7t)|t=o 

d2—  logPt/ ( 7t)|t=0

2 (VPtf , N t) 
Ptf t = 0

- j -—  2|V lo g /|2,

-  ~ ~  -  2(V (/_1T/), V log/)

-  -  <■VLf,  V log /)  + j 2 (Vf ,  V log /)  L f

+  4H essiog /  (V log / ,  V log / )

L2/  (Lf)2 (V L /,V /)
/  / 2 / 2 

, |V /14
Я  / 4

= : Б ,

where, as in above, the functions take value at point x  and we have used 
Hessj(x)  = 0 in the last step. Thus, we have

log P t fb t )  = log /(*) + -  2|V log / | 2) (x) + ^ B  + о(t2).

Combining this with (2.3.3) and (2.3.4), we arrive at

a l ( L |V / P - 2(V L/.V / ) + 2g j r ) w  + o(1)

Letting t-^O w e obtain

Г2( /,/) (x )  := ^ | V / | 2(x) -  <VL/, V /)(x) > t f |V / |2(x) -  ^ ( x ) .

Denote Г2(/, / )  by Г2(/) for simplicity. Since by the Bochner-Weitzenbock 
formula and (2.3.2) we have V /(x) =  X, f(x)  > n and

Г2(/, /)(х) = Ric(X, X)  -  (VXZ, X),
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it follows that

Ric(X,X) -  (Vx Z,X)  > K\X\2 -  Ш ,  n >  1.n
This implies (1) by letting n —> oo.

(d) (10) w ith p = 1 implies (7) and (8). It suffices to prove for 
/  € Сь°(М) such that inf /  > 0 and L f  is bounded. In this case, for any 
t > 0, let

q(s) = 1 + {Ql , Ms) = {Ps(Pt-sf)q{s)} ^ , « e (0 ,t].

Then
1 -  e 2Ks + q(s) -  1 _  Q

2 К q'(s)
so that (10) with p = 1 implies

Г ^ - Y s )

= Ps(Pt. J ) ^ \ o g ( P t^ sf ) ^  -  {Ps(Pt_s/ ) 9« } lo g P s(Pt_s/ ) 9«  
q(s)2(q(s) -  1)

+ / :— ^ { (p < _ 5./T(s)- 2|vP i_s/ | 2}

q{s) -  1 '
< ?(s)2(

Q'(s)
1 -  e~2Ks + ^ r )P s{(Pt- s/ ) 9(s)- 2|VPt_s/ | 2} = 0.

2 К  ‘ q'(s)
Therefore, in case (7) one has q'(s) < 0 so that tp'(s) > 0, while in case (8) 
one has q'(s) > 0 so that ip'(s) < 0. Hence, the inequalities in (7) and (8) 
hold.

(e) (7) or (8) implies (10) w ith p = 1. We only prove that (7) 
implies (10), since (8) implying (10) can be proved in a similar way. Let 
qi = 2 and g2 =  2(1 + e) for small e > 0. According to (2.3.1) we take

{qi - l ) ( e 2K t- l ) '  1 '  ~2Kt
S(£) = ^ 1° g ( 1 +

1
2К= t + —  bg ( 1

9 2 -1
2e(l -  e~2Kt) 

1 +  2e ) = ‘ -
e(l

■°(e)-

So, we obtain from (7) that

0 > lira 1{(Р »и(Р ,_ ,и Я 2<’« > )гЬ -  Pt l2}

= P , f  log f  -  (P, f2) log P , f2 -  2(1 ™‘}W P .

Therefore, (10) with p — 1 holds.
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(f) (1) is equivalent to (12). As (1) is equivalent to (9) for p = 1, 
it implies that Ps|VPt_s/ |  > eKs\VPtf\. Combining this with the Kol­
mogorov equation, the fact that IgI'g = “ 1 and using the Schwarz in­
equality, we obtain

- ^ { P s/ G(Pt_ ,/)}2 = -2{Ps/ G(Pt_s/)}P 5{ ^ (P t- ,/ ) |V P t_s/ | 2}

= 2{Ps/G(Pt_,s/ ) }Ps > {P,|VPt_s/|}2 > e2Ks|VPf/ | 2.

Integrating w.r.t. ds over the interval [0, £], we prove (12).
On the other hand, as observed in [Hino (2002)], using e f  in place of f  

and letting e —» 0, it is easy to derive (11) for p = 2 from (12), and (11) is 
equivalent to (1) as observed above.

(g) (12) is equivalent to (14). Since о Ptf \ 2 = it is
easy to see that (12) is equivalent to

\V*G ° F t P  & < > ° ,

which is obviously equivalent to (14).
(h) (1) is equivalent to (13). Let h(s) = Noting that

IgI'g = —l  and (1) implies

r 2(Pt_s/, Pt - s f )  >  ^ | V ^ / | 2+ l̂ : j p 2, s 6 [0, t],

we have

£ p s4/ /c (P t- s/)2 + h(s)|VPt_s/|2

„  (IGr6 + rG2){Pt -s f) \VPt-sf?+  h{s)T2{Pt-sf )  + e -2K‘ \VPt- sf \ 2
3 J l G ( P t- s f ) 2 +  h(S)|V Pt_s/ | 2

1(/g / G)(P t- s / )V P t-a/  +  fe(s)V|VPf_ s/ | 2|2 
s {IG{Pt- sf ) 2 + h(s)|VPt_s/ | 2}3/2

^  n ( ^ ( P t_s/)lV Pt_ J |)2 + fe(̂ fi;/|{'2'2 

~ '  y/ Ic (P t- , f )2 + h{8)\VPt- af\*
|(/G/ G)(P t-s/)V Pt-s/ + h(s)VlVPt_ , / l2|2 

8 {IG{Pt-sf)2 + h(S)|VPt_s/ | 2}3/2
> 0.

Thus, (13) holds.
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On the other hand, as observed in [Bakry and Ledoux (1996a)], using 
e f  in place of /  and letting e —> 0, we derive (10) from (13), and (10) is 
equivalent to (1) as already proved above.

(i) (13) and (14) imply (15). By (13) we have

IG(Ptf) < P j a i f )  + у / Щ Р * т

Taking /  = l a for a smooth domain A and noting that 0) =  Iq ( 1) = 0, 
we obtain

I g ( P A a ) <  \ f h { t ) P t l d A -

So,

Pt^dAjr)_____ * > q

I { P t l y i ( r ) )  у / Щ )  ~

This implies

РАа(г) > Ф с(ф51('Р«1^) + уЩ у)> r ^  °-

Combining this with (14) we obtain

PAa {x ) < ^ G ^ g1̂ 1^ ) )  + P  ̂ ---) -  Р^А(р(х,у)е-К‘-

(j) (15) implies (9) for p = 1. For any unit v £ TXM,  (15) implies

Ptl A(expx[eu]) -  PAa {x) < Р41аее_К(д(х), e > 0,

where dr A := {z : d(z, A) £ (0, r)}. Multiplying both sides by A and letting 
e -A 0, we obtain

|VPtl^|(x) < e~Kt(Pt(x,-))vd(dA),

where pg(dA) is the area of dA induced by a measure p. Therefore, for 
any smooth /  > 0,

fOO
IVPt/IOr) < /  |VPtl {/>s}|(x)ds 

Jo

< e - K t
r OO

/  (Pt(x, -))pd({ f  = s})ds = e -KtPt \Vf\(x). 
Jo □
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2.4 Applications of equivalent semigroup inequalities

Throughout this section, we assume that Pt has a non-trivial invariant 
measure fi. Then there exists V £ C{M) such that fi(dx) = ev ^ d x ,  where 
and throughout, dx is the Riemannian volume measure, see [Bogachev, 
Krylov and Rockner (2001); Bogachev, Rockner and Wang (2001)] and 
references within. In particular, if Z  — W  for some V £ C2(M), then Pt 
is symmetric in L2{jl) for p(dx) = cv<-xhlx.

Theorem 2.4.1. Let Ric^ > К  for some К  £ Ш and assume that p is a 
probability measure.

(1) If К  > 0 then for any p £ [1, oo),

P(h(/2) M /2/p)p) < 2 2 f > 0 , f £  Cl(M).
p  — 1 К

In particular, the following log-Sobolev inequality holds:

M /2lo g /2) < | m |V /|2), /  £ C l(M ) ,p ( f2) -  1. 

(2) Let Pt* be the adjoint operator of Pt in L2(p). Then

p{(Pf f 2) log P f f 2) < K W ?( f2p,p)2 , f2
, M /2) = 1-2(e2Kt -  1)

(3) I f  Pt is symmetric in L2(p), then the following HWI inequality holds:

M(/2 b g / 2) < 2y/ p(\S/ f \ 2)W£ ( f 2 p, p) -  * W ? ( f 2p,p)2, 

for all f  £ Cl(M), p{ f2) = 1.

Proof. Since the Poincare inequality holds on any compact connected 
smooth domains, by Theorem 3.1 in [Rockner and Wang (2001)] there holds 
a weak Poincare inequality, namely

M(/2) < a(r)M |V /|2) +  r | | / | |^ ,  /  € Cb{M),p(f) = 0 , r  > 0

holds for some positive function a on (0, oo). Then, according to Theorem 
1.6.14 for Ф(/) =  ||/ | |^ ,  Ptf  -A p{f){t -» oo) in L2(p) for any /  e Bb(M). 
Hence, (1) follows from Theorem 2.3.1(3) with p — 1 by letting f —> oo. 

Next, applying Theorem 2.3.3(4) to Pf f 2 in place of / ,  we obtain

pt (iog p ; / 2)(x) < lo g(Ptpt*f2)(y) + ^ ’̂ i ) x,y £ M.
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Integrating with respect to the optimal coupling IT(d:E. dy) of f 2fi and ji 
for the /^-transportation cost, and using the Jensen inequality, we obtain

M (p ;/2) io g p ; /2) < + M bg  (ptp ; f 2))

-  2(e2Kt -  1)
Therefore, (2) holds.

Finally, By Theorem 2.3.1(3), we have

Pt(f2\ogf2) < (Pt/ 2) lo g P J 2 + 2(1 - ^ -- <)P |V / |2.

Integrating w.r.t. /x leads to
o f i  — o ~ 2 K t \

M / 2 l o g / 2) <  £ — ^ ( | V / | 2) +  M № / 2) l o g P t / 2).

If Pt = P*, combining this with (2) we arrive at

К

= r t/x(|V/|2) +2, , .Л2
n  2 2

2(e2Kt -  1)

- ? ^ ( / 2/i,/x)2, * > 0,

where
2(1 — e~2Kt) 

rt ~  К  '
Let /  be non-constant. Taking t £ (0, oo] such that

„ W2p(pff ,n)

we complete the proof. Note that if К  < 0 then {rt : t £ (0, oo]} =  (0,oo] 
so that such the required t exists. If К  > 0 then the range of rt is (0, )}], 
and in this case the log-Sobolev inequality in (1) implies the Talagrand 
inequality (see [Otto and Villani (2000); Bobkov et al (2001)])

^ ( / V / i )2 < -^M(/2 log /2).

This, together with the log-Sobolev inequality, implies that

W p{ f2»,n) ^  2

V i W f F )  ~ K '
Therefore, the required t exists for К  > 0 as well. □
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Theorem 2.4.1(1) is well known as the Bakry-Emery criterion [Bakry 
and Emery (1984)] and was extended in [Chen and Wang (1997b)] to the 
situation that Ric —Hessy is uniformly positive outside a compact set, while 
the third assertion (known as the HWI inequality) is first proved in [Otto 
and Villani (2000)]. Our proof of Theorem 2.4.1 is taken from [Bobkov et al 
(2001)]. Next, we apply the dimension free Harnack inequality in Theorem 
2.3.3 (see [Rockner and Wang (2003a)]).

Theorem 2.4.2. Let Ricz  > К  for some К  G К and assume that p is a 
probability measure. Then for any о G M :

(1) Pt is ultracontractive, i.e. || jP* Ц2—>oo < 00 for all t > 0, if and only if 
\\Pt explApoJHoo < 00 for any A, t > 0.

(2) Pt is supercontractive, i.e. [[Ptt!2—>4 < 00 for all t > 0, if and only if 
/u(exp[Ap2]) < 00 for any A > 0.

(3) If  there exists A > —К / 2 such that p(exp[Ap2]) < 00, then Pt is hyper- 
contractive, i.e. ЦТ)Ц2—>4 < 1 holds for some t > 0.

Proof. By Theorem 2.3.3(3),

\PJ{x)\2 < Psf 2{y) exp

This implies that

Kp{x,y)2
.exp[2RTs] — 1J

1 > \Psf(x)\2 f
J A

exp 1— Kp{x’y)2
м  L exp[2RTS] - l J

> \Psf(x)\2p,(B(o, 1))exp -

A«(d y)

K(p0(x) + l)2- 
exp \2Ks\ — 1 .

Then there exist c\ , C2 > 0  such that

\Psf\ < exp [(ci + C2Po)/s], s G (0,1]. 

By (2.4.2) we have

(2.4.1)

(2.4.2)

II Pt || 2—>00 < ll-Pt/2exp[2(ci +  c2p20)/t]||oo < 00, t G (0,1], (2.4.3)

provided ||Pt exp[Ap2] Цоо < 00 for any t, A > 0. On the other hand, if Pt is 
ultracontractive, then it is supercontractive and thus (cf. [Aida et al (1994)] 
or [Aida and Stroock (1994)]) exp[Ap ]̂ G L2(p) for any A > 0. Therefore, 
ЦР* ехр[А/э2]||oo < Ц-PtЦ2-+00II exp[Ap2]||2 < 00 for any t, A > 0. Similarly, 
(2) also follows from (2.4.2).

Now, if there exists A > —К / 2 such that p(exp[Ap2]) < 00, then there 
exists t > 0 and q > p > 2 such that ||Pt ||p_^ < 00. This can be proved
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by the argument leading to (2.4.2), just consider /  with ||/ ||p = 1 in­
stead of Ц/Ц2 = 1, and apply the dimension-free Harnack inequality The­
orem 2.3.3(3). Then, by Riesz-Thorin’s interpolation theorem, we have 
ll-Ptlh—>9 < 00 f°r some t > 0 and some q > 2. This implies the defective 
log-Sobolev inequality (see e.g. [Gross (1976, 1993); Davies (1989); Davies 
and Simon (1984)])

M /2 l° g /2) < ClM(|V /|2) +C2, f  G C l { M ) , M 2) =  1

for some constants C\ , C2 > 0. Since M  is connected so that there holds a 
weak Poincare inequality (see Theorem 3.1 in [Rockner and Wang (2001)]), 
this and Proposition 1.6.13 imply the log-Sobolev inequality

M(/2lo g /2) < CMIV/I2), /  e C l(M ) ,n ( f2) = 1

for some constant C > 0. Therefore, due to Gross [Gross (1976)], Pt is 
hypercontractive. □

Although Theorem 2.4.2 provide exact criteria (i.e. sufficient and nec­
essary conditions) for the ultracontracitity and the supercontractivity, it 
merely provides a sufficient condition for the hypercontractivity. It was 
shown in [Chen and Wang (2007)] that this sufficient condition is already 
sharp in the sense that if for any К  < 0 and e > 0, there exists an example 
of M  and V such that Ric^ > К  for Z = V F ,/j(e^  _£)Po) < qq but Pt 
is not hypercontractive. It was shown in [Rockner and Wang (2003a)] that 
when Ricz is bounded below, the hypercontractivity of Pt is equivalent to 
the validity of the log-Sobolev inequality. So, according to the concentration 
property of the log-Sobolev inequality (see [Aida et al (1994)]), Theorem
2.4.2 also implies that when Ricz > 0, Pt is hypercontractive if and only if 
p(eAp°) < 00 holds for some Л > 0.

Finally, we apply the dimension-free Harnack inequality to heat ker­
nel estimates. To this end, we need the following lemma (see [Grigor’yan 
(1997)]).

Lemma 2.4.3. Assume that Z  = VR for some V  G C2(M) and let 
fi(dx) =  ev^dx. For x G M ,T > 0,p > 1 ,q = p/(2(p— 1)), let

V(s,y) =

Then for any / G 6 ^ (Af),

p(x,y)2 , ,  T
■W=U'

J  м J m
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Proof. By an approximation argument, it suffices to prove for finite p. 
Indeed, we may take {Vn} c  C2(M) such that Vn t  V  and for each n, 
p„(dx) := exp[V̂ (x)]dx is finite and Vn =  V  on B(x, n). If the desired 
inequality holds for p„ and P ” generated by Д + VV^, then it holds for 
Pt and p as well by letting n -A oo. Since p is finite, we may assume that 
f  > c >  0 for some constant c. Let

!(s) = [  (Psf{y))pexp[ri{s,y)}n(dy), s G [0,T/q). 
J  M

It is easy to see that

j  p { p - l ) { P sf Y e ^ [ |VPS/ |  p(x,-)
Psf 2 { p - l ) { T - q s )

\ 2
J dp

< 0, s < —.
q

This completes the proof by taking integral over [0, t]. □

Theorem  2.4.4. Let Pt be symmetric in L2(p), and letpt be the heat kernel 
of Pi w.r.t. p. Let Ricz  > К  for some К  6 К.

(1) For any 5 > 2 there exists c(6) > 0 such that

Pt{x,y) <
yjp(B(x, уД))р(В(у, Vt))

exp :(J)(1 + t) Р{х,У)2 
2 St

for all x, у G M, t > 0.
(2) I f p is a probability measure, then

Pt{x,y) > exp
2 1Kp(x,y) 

2(eKt — 1) , x ,y  £ M,t  > 0.

Proof. (1) For 6 > 2, let p G (1,2) such that q := p/[2{p -  1)] < 5/2. By 
Lemma 2.4.3 for T  = 5t/2 and applying Theorem 2.3.3(3),

2p2K t  1(■Ptf)2{x)p(B(x, y/21)) exp

< /  (P t f )4 x )J м

[  (Pt f2/p)p(y)
J м

<

<

I exp 

I exp

(2 -  p)(e2Kt — 1) 5/2 —q
p2Kp(x,y)2 p{x,y)2 1

(2 — p)(e2Kt — 1) 2 ( T - q t )
p(x,y)2 1

P(dy)

L % T - q t )

[  / 2(p)e_p(x’y)2/(2T)p(d2/).
J м

M(d y)
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Taking

f(y) = {n /\ pt(x,y))e{nAp(x'y)2)/{2T), у e M,

we obtain

[  {n Л pt{x, y))2el-nAp('x'y',2',/('St'>p(dy)
Jm

pc ((5 )(l+ t)
<

im p(B(x,y/2t))

for some constant c(S) > 0. Letting n —> oo, we arrive at

/  P t { x , y ?
Jm

exp p(x,y)2
St p(dy) <

e c ( S ) ( l + t )

p(B(x, y/21))

Applying this inequality for t/2 in place of t, we arrive at
ep(X,y)*/(2&t)pt{xy)

=  e p(x ,y) 2/(26t) f  p t / 2 (X ) z ) p t / 2 ( y , Z ) n ( d z )

Jm

<  [  (pt / 2( x , 2 )e^ - z)2/(6t) ) ( p t /2 ( y , z ) e ^ ' z)2/ ^ ) ) M(d z )
Jm

<  (  J m  P t / 2 { x ,  z ) 2e 2p ( x 'z ) 2/(~s t ) p { d z ) ^ j

x (  [  pt/2(y,z)2e2p̂ 2/ ^ p ( d z ) "
\ J m  j

<
Pp ( x , y )  / ( 2 S t )

\Jp(B(x, s/t))p{B(y, Vi))
exp

1/2

c(<5)(l +t) P{x,y)
2 St

21

for some constant c(S) > 0.
(2) Let p be a probability measure. Applying Theorem 2.3.3(4) to 

f(z)  = Pt{x, z) A n  and letting n —> oo, we obtain

log p2t(x,y) >

> -

Kp{x,y)2 
2(e2Kt -  1) 
Kp(x,y)2 

2(e2Kt -  1)'

+ /  Pt(x,z) log pt(x,z)p(dz) 
Jm

□

2.5 Transportation-cost inequality

This section is essentially reorganized from [Wang (2004c, 2008a)]. Let 
(E , p) be a Polish space and p a probability measure on E. Recall that for
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any p e [1, oo), the Lp-Wasserstein distance (or the Lp-1ranspоrtatiоn cost) 
between two probability measures pi and p -2 is

W£{p i,/x2) := {  inf f
l nec(^i,/j2) Jex

p(x, y)pn(d:r, d y)
i /p

According to Corollary 4 in [Bolley and Villani (2005)], the transporta­
tion cost inequality

W p( fp , p)2p < Cp{f  log/) , /  > 0, p{f) = 1

holds for some C > 0 provided p,(exp°P) < oo for some Л > 0, where о € E  is 
a fixed point. See also [Djellout ef al (2004)] for p =  1. Furthermore, apply­
ing Theorem 1.15 in [Gozlan (2006)] with c(x,y) =  p(x,y)q and a(r) = r2p, 
we conclude that for any q € [1, 2p),

W p(fp , p ) 2p < Cp( f  log f),  /  > 0, p(f)  — 1 (2.5.1)

holds for some C > 0 if and only if p(eXp(-°’'^P) < oo for some Л > 0.
In general, however, this concentration of p does not imply (2.5.1) for 

q =  2p. For instance, due to [Bakry et al (2007)], there exist plentiful 
examples with p(eXp<-°’:> ) < oo for some Л > 0 but the Poincare inequality 
does not hold, which is weaker than the Talagrand inequality (see Section 
7 in [Otto and Villani (2000)] or Section 4.1 in [Bobkov et al (2001)])

W£(fp,p)2 < C p ( f  log /) , /  > 0,p(f)  = 1. (2.5.2)

Therefore, to derive (2.5.1) with q = 2p, one needs something stronger than 
the corresponding concentration of p.

In this section, we aim to derive (2.5.1) with q = 2p, i.e.

W pp(fp ,p)2p < C p ( f  logf), f  > 0,p(f) = 1, (2.5.3)

on a connected complete Riemnnian manifold M  for the Riemannian dis­
tance p, by using the super Poincare inequalities

M /2) < r M |V / |2) + ^(r)M( |/ |)2, r > 0 J e C t ( M ) ,  (2.5.4)

where /3 : (0, oo) —> (0,oo) is a decreasing function. The advantage of 
(2.5.3) is its tensorization property. More precisely, due to the induction 
argument in Section 3 in [Talagrand (1996)], if (2.5.3) holds for couples 
(pi, pi), i = 1, . . . ,  n, then it also holds for the product measure pi x . ..  x pn 
and

П
pn(xi,...,xn;3/i,...,yn) := |  ^pi(xi,pi)2p|

1/2 P

2=1
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To derive (2.5.3) from (2.5.4), we first prove the weighted log-Sobolev 
inequality

M(/2l° g /2) < Cp(aop(o,  -)|V /|2), ju(/2) = 1, (2.5.5)

where a  is a positive function determined by /3 in (2.5.4), then estab­
lish the transportation-cost inequality using log-Sobolev type inequalities, 
and finally, make links between the super Poincare inequality and the 
transportation-cost inequality.

2.5.1 From super Poincare to weighted log-Sobolev inequal­
ities

We shall work with a diffusion framework as in [Bakry et al (2007)]. Let 
(E,E,p)  be a separable complete probability space, and let (£,£>(£)) be 
a conservative symmetric local Dirichlet form on L2(/r) with domain T>(£)

I /Q
in the following sense. Let A  be a dense subspace of T>(£) under the £1/ - 
norm (£i( / , / )  = Ц/Ц2 +  £(/> /)) which is composed of bounded functions, 
stable under products and composition with Lipschitz functions on M. Let 
Г Bh{E) be a bilinear mapping, such that

(1) Г( / , / )  > 0 and £{f ,g) = p(F(f,g)) for f ,g  € A;
(2) Г(фо/,д) = ф'(/)Т(/,д) for f ,g  G A  and ф G СЬ°°(К);
(3) Г (fg, К) = gT(f, h) + /Г(^, h) for f , g , h e A  with fg  € A.

It is easy to see that the positivity and the bilinear property imply 
Г(/ ,5)2 < Г(/, f)F(g,g) for all /,  g 6 A- We shall denote by ^ ioc the 
set of functions /  such that for any integer n, the truncated function 
f n =  min(n, max(/, —n)) is in A. For such functions, the bilinear map 
Г automatically extends and shares the same properties than for functions 
in A.

Next, let g G Ai„c be positive such that Г(р, g) < 1. We shall start from 
the super Poincare inequality

M /2) < r £ ( f , f )  + P{r)p{\f\)2, r >  0. (2.5.6)

To derive the desired weighted log-Sobolev inequality

M(/2 l°g / 2) < Cp(T(f, f )a  о g), yu(/2) = 1, (2.5.7)

we shall also need the following Poincare inequality

M /2) < C o£ ( / , / )  + M/)2 (2.5.8)
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for some Co > 0. Here and in what follows, the reference function /  is 
taken from Л.

Theorem  2.5.1. Assume (2.5.8) holds for some Co > 0. Then (2.5.6) im­
plies (2.5.7) for some constant C > 0 and

“ < •> :=  S“ P { * ) :  S - ° '

where

V{s) = (log(2s))(l A/3_1(s/2)), s > 1 

for /3_1(s) := inf{t > 0 : /3(t) < s}.

Proof, (a) Let Ф(в) = fi(g > s) which decreases to zero as s -> oo. We 
may take ro > 0 such that

r0(l +sup?y(s)) < (2.5.9)
s> 1 OZ

and

/3- 1(ег° */4) < 1. (2.5.10)

For a fixed number r  G (0, ro] we define ur = Ф_1(2е~г 1) and let 

hji =  ((e — ur — n)+ Л l) ((n +  2 +  ur — p)+  A l ) ,

^  = ( log ф( п  +  и г ) ) Р  Ч гФ ^ + иг))’
Вп = {n < g — ur < n + 2}, n > 0.

Then
°o .

E ^  21{^ l+^i- (2-511)
n = 0

By (2.5.6) and noting that

Mlf \ hn)2 < M /2/ln)Me > n  + ur)<  м(/2^п)Ф(п +  ur),

we have
OO OO

E M / 2/in) < E { ^ M ( r (An,/fin)) +/3(r„)M|/|hn)2j
71=0 n=0

OO ~
< E  ^ n l s j  +  2гпМ(/21в„) +  P(rn)Ф(п +  Ur)M /2/l2)}

n=0  n
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for rn > 0. Since by (2.5.10) and the definition of a 
a(s) > Sn for s < n + 2 + ur, 

letting r„ = Snr we obtain
OO OO

< £  {2г/х(Г(/,/)а ° e lBJ  + 2rSnn ( f 4 BJ  

/3(г6п)Ф(п +  ur)n{f2h2n) j .

A := r log - r log фтф-ч ^ - п ) =  1 ■

П—0 n = 0 (2.5.12)

+ /
Noting that

we have

< 1

Thus, by (2.5.12) and (2.5.9) and the fact that Sn < sup??, we arrive at
OO oo i .. OO

Y m/X) < Y 2rMr(/> f)a ° ̂ 1вn) + ô u2) + ?Y m/X)-
n= 0 n=0 n= 0

It follows from this and (2.5.11) that

М /21{е>1+ м )  ^  16гм(Г(/, f ) a  о g) + ^ m( /2)- 

(b) On the other hand, since a is decreasing

M(/2l {e<i+«.}) ^  М(/2{(2 + ur -  £>)2 Л 1})
< 2в^(Г(/, f ) l {e<2+Ur}) + 2sn( f2) + ^ ( s ) m (|/|)2

(2.5.13)

< 2s
a(2 + ur)

М(Г(/, })a oq) + 2s/?(/2) + /?(s)M( |/ |)2, s > 0.

Taking

s -- ra (2 + ur) < 32
due to (2.5.9), we obtain

М/21{е<1+«г-}) ^ 2rM(r (/> /)« 0 Q )  +  ^ M / 2) + /3(ra(2 + ur ))/?(|/ |)2 

Since by (2.5.10) and the definitions of a and ur

,(2+«.) > h w . i , L - . J r i(M,^ 1‘ra[ Ф(Ф_1(2е_г~1)) I
r-i

=r ‘( V ) ’
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we obtain

M(/2l{e<i+«r}) < 2гд(Г(/, f ) a  o Q) + ^ M / 2) + ^ - M l / | ) 2. 

Combining this with (2.5.13) we conclude that

M(/2) < 4 0 г р (Г ( /,/)а о р )+ е г V d /I)2, r e ( 0 , r 0].
Therefore, there exists a constant c > 0 such that

M(/2) < rn (T( f , f )aoe )  + e c(1+r 1)̂ ( |/ |)2, г > 0. (2.5.14)

According to e.g. Corollary 1.3 in [Wang (2000b)], this is equivalent to the 
defective weighted log-Sobolev inequality

M/ 2 bg  / 2) < CiM(r( /,  f ) a  о g) + C2, p{ f2) =  1. (2.5.15)
(c) Finally, for any /  with //(/) =  0, it follows from (2.5.8) that

M /2) < M( / 2{(1  +  R -  e)% A l}) +  \ \ Д Ы в  > R)
< 2СоМГ(/, /)1 {е<1+д}) + (2Co + 1 ) \ \Д Ы в > R)

+ v ( f { ( e - R ) +  л i })2
ОЛ

< ~  дчМ(Г(/, /)<* °  q) + 2(C0 +  l)||/||«M e > R)> R > o.

Since > R) —> 0 as R —> oo, the weighted weak Poincare inequality
M(/2) < /3(г)ц(Г(/, f ) a  о e) + r | | / | |^ ,  r > 0, At(/) = 0

holds for some positive function /3 on (0, oo). By Proposition 1.3 in [Rockner 
and Wang (2001)], this and (2.5.14) implies the weighted Poincare inequal­
ity

M(/2) < С"м(Г(/, f)ot о e) + p( f)2
for some constant C  > 0. Combining this with (2.5.15) we obtain the 
desired weighted log-Sobolev inequality (2.5.7). □

2.5.2 From log-Sobolev to transportation-cost inequalities

Let V G C(M)  be such that p := ev ^ d x  is a probability measure, and 
let A : T M  —> T M  be a continuous mapping such that A(x) is a strictly 
positive definite, symmetric linear operator on TXM  for each x G M. Define

S(f,g) = p(T(f,g)), f ,g  G C™(M),

where Г(/, g) := (AVf,Vg)  for/, g G Cl {M). Then (£, Cq°(M)) is closable 
in L2(/i). Indeed, we may assume that V and A are C^-smooth since the
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closability does not change if we replace V and A by smooth V and A such 
that ||К — V’Hoo < oo and c\A < A < c^A for some constant ci,C2 > 0. 
In the smooth case the Dirichlet form of the diffusion process generated by 
L := div(ylV) + A W ,  which is symmetric in L2(p), is a closed extension 
to (£,Cq°(M )). Let (£, T>(£)) be the closure which is a Dirichlet form on 
L 2 ( p ) .

Next, let pa be the distance induced by A, i.e. for all x,y  G M, 

Р л ( х , у )  = sup{/(z) -  f(y) : f  G Cl (M), Г( / , / )  < 1}

=  inf I  У  \ / (A~1is,'fs) ds : 7 G Crl([0, l];M),7o =  ®,7i =  У

We first consider the case where A and V are smooth. In this case, M  
with metric gA(X,Y)  := (A~1X ,Y )  is a complete Riemannian manifold, 
and the associated Markov semigroup Pt of (£, V(£)) is generated by L = 
div(^V) + A W .  Let /  G Cc°°(M) := { / + C : /  G C^°(M),C G R} such 
that p(f)  — 1 and e_1 > /  > e for some e G (0,1). Let pt := {Ptf)p 
which is a probability measure for each t > 0. Let us fix t > 0. To estimate 
the Wasserstein distance between щ and Rt+s for s > 0, Otto and Villani 
constructed a coupling (for A — I) in the following way. Let £t+s(:r) := 
V log Pt+Sf(x).  Then the ordinary differential equation

= -{A£t+s)°<l>s, Фо = 1, s > 0  (2.5.16)

has a unique solution. We will prove that

7rs(dz,dy) := рг(йх)6фЛх)(Ау) (2.5.17)

provides a coupling of pt and pt+s which is called Otto- Villani’s coupling, 
where 6фв(х) denotes the Dirac measure at point фв(х). This was done 
by Otto and Villani [Otto and Villani (2000)] under the assumption that 
Ricvv is bounded below. To avoid this additional assumption we follow 
the line of [Wang (2004c)] (see also [Wang (2005a)]).

Lemma 2.5.2. Let V and A be smooth such that p(dx) := ev<'x')dx is 
a probability measure and (M, рл) is complete. For f  G C f ° ( M )  with 
e-1  > /  > e for some constant e G (0,1), the unique solution to (2.5.16) 
is nonexplosive with р(х,ф3(х)) < Cy/s(s + 1) for some c > 0, all x  G M

: M  —> M is a diffeomorphismand all s > 0. Moreover, for each s > 0,ф8 
whose inverse solves the equation

Фи =  £ t+ s —и  °  Ф и ,d U фо =  1. (2.5.18)
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Proof. It suffices to prove for noncompact M. Let x £ M  be fixed, and 
let

r"  := inf{s > 0 : pA{x, ф3(х)) > n}, n > 1.
If tx := linin^oo t" < oo, then there is a sequence {sn} C (0, tx) such that 
pA(x, 4>Sn (x)) > n. But for s < tx, it follows from the Kolmogorov equation 
(2.1.5) that 

_ d_
d s '-i}og(Pt+sf)){(t>s(x)) = ~(Zt+s О ф3, ^ 0 s( l) )  -  ( Ppt^ Lj ) 0 Фs{x)

> ((AZt+s) о ф3(х)^ь+в о Фв(х))

f
||Ь/||с

Then

fJo
((AZt+s) ° ф3(.х)^1+в ° Фв{х))Аз < 4-L^ll°oS!f +  logg 2

Therefore, letting \Х\А := yf{A~lX , X )  for X e ГМ, we obtain
2

n2 < рА(х,ф3п(, ds рл{х,ф3(х)) ds

< ( /  lŝs ds)  ~SnJ Â̂s+t')°<f>ŝ â+t°(f>ŝ'><is
< + Sralog£-2.

Letting n —> oo we prove that tx = oo. Moreover, replacing sn by s we 
obtain that pA(x, ф3(х)) < c^Js(s + 1) for some c > 0 and all s > 0, x € M.

Finally, for fixed s > 0, let {фи : и € [0, s]} solve (2.5.18). It is easy 
to check that ф3 = фф1, the inverse map of ф3. Indeed, one has ф3- и — 
фи ° Фв (resp. фн-и — Фи ° фв) for all и € [0, s], since both of them solve 
(2.5.18) (resp. (2.5.16)) with initial value ф3 (resp. ф3). Hence ф3 is a 
homeomorphism on M.  □

Proposition 2.5.3. In the situation of Lemma 2.5.2 let ф3 solve (2.5.16), 
then (2.5.17) determines a coupling п3 for pt and pt+s, Le. 7rs S 
C(Pd Pt+s)-

Proof. It suffices to prove that for any h € Cq (M ) one has

/  ho ф3 =  /  i
J  M J  M

hs (AZt+s,Vh,

hdpt . (2.5.19)

Letting hs := h о фа 1, we have hs о фа = h and hence,
d_ 
ds 0.
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Since h has compact support, by Lemma 2.5.2 and the completeness of 
(M,pa), there is a compact set В  such that hr\Bc = 0 for all r € [0, s]. 
Thus, by the symmetry of L,

J >/ ^r-d/rt+r
d_
dr L

hr Pt+r f  d-P

=  J  [{Pt+rf)-~hr +  hr(LPt+rf)^dp

^  [d r^ r ^^r)j  ̂ Pt+r — 0.

Therefore, (2.5.19) holds. □
We now adopt the above constructed coupling to establish 

transportation-cost inequality from the log-Sobolev inequality

Ф(M( /2log /2)) < £ ( / , / ) ,  /  € C l(M ),p ( f2) = 1, (2.5.20)

where Ф : [0, oo) —»• [0,oo).

Theorem 2.5.4. Let Ф € C([0, oo); [0, oo)) be increasing such that 
fg $/(s)~1/2ds < oo. Then (2.5.20) implies

W2pa ( f 2p, p) < Ф(М( / 2 log / 2)), p ( f2) = 1 (2.5.21)

for

Ф (r) 1 r  ds
2 Jo у / Щ '

r >  0.

In particular, if / 0°° Ф(й) 1/,2ds < oo then (M, рл ) is compact with diameter 
D < / 0°° Ф(в)-1/^ з .

Proof. By an approximation procedure mentioned above we assume that 
both V and A are smooth and /  6 Cfc (M) such that e_1 > / 2 > e 
for some e e (0,1) and p ( f2) = 1. Let о € M  be a fixed point 
and denote pa,0 — Pa (o,-)- We first note that (2.5.20) with Ф(оо) := 
lim^oo Ф(r) > 0 implies that p{p\ 0) < oo. Indeed, applying (2.5.20) for
f n , m  := ?2 A m , n , m  > 0, where c„,m : =  р { [ { р л ,о  ~  n ) + Л m]2) is the

C-n, m

normalization, we obtain

Ф Ы /2т 1оё / 2т ) ) < ^ 1 ,  (2.5.22)

where Bn := { р л , о  < n}- Since by Jensen’s inequality

/‘ ( / L 1° g / L )  =  M (1 B c J n . m l° S  f n . m )  >  b g M ^ n ) - 1  ° °
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a s n -ю о , there exists n, c > 0 such that

* M /n ,m b g /n2m))> c , m >  0. 

Thus, it follows from (2.5.22) that

№ Cn)
C < m > 0.

Letting m —> oo we obtain p((pA,o ~ n)+ ) < °° and hence, р(р\,0) < oo. 
By Proposition 2.5.3 and (2.5.16) we have

\ w £ A(pt,pt+s)2 <  \  [  P a ( x , ф3(х))2 pt(dx) s s J M

< J m  ( ~  J Q ^ Ра (х ,Фг{х ))

1 Г  , fdr
_  S .Jo Jm

1 f dpt [
S .Jm Jo

dr J pt (dx)

(AVPt+rf ,V P t+rf)
(2.5.23)

(■Pt+rf)2
(AVPt+rf ,V P t+rf)

(Pt+rf)2
Since due to (2.5.19) and f  > e one has

(AVPt+rf ,V P t+rf)
(Pt+rf)2

(AVPt+rf,X7Pt+rf)

( Ф г ( х ) ) р № х ) 

о фг&г.

/  \ - fJM I s Jo
= -  Г  dr /

s Jo Jm Pt+rf

< — f £ (Pt+rf, Pt+rf )dr < - £ ( / , / )  < oo
£ «  Jo £

о фг&г \dpt 

dp

we conclude that

h i ;

(A\7Pt+rf ,V P t+rf) о фг-dr : s G [0,1]
(Pt+rf)2

is uniformly integrable w.r.t. pt. Then it follows from (2.5.23) and the 
dominated convergence theorem that

lim sup
s->0+

Щ А (pt,Pt+s)2 < / dm lim sup
J m  s->o+  s

<■AVPtf ,V P tf )

1 Г  (AVPt+rf y P t+rf)
l (Pt+rfy

о фгАг

- jJmШ Ptf
Combining this with (2.5.20) we arrive at

dp.

1 „ г р л ,  w  2 £ ( V P P , y / P f P )hm sup-W £  ( p t > p t + s )  < / T . n T m ’«4-0 s ^ ( p ( ( P t f 2) log Ptf 2))
(2.5.24)
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Since p{p\ Q) < oo and f 2 £ [e,e *], we have WgA(pt,p) < oo for all t > 0 
and

w PA(p,pt) -  W pA( p , p t + s ) <  w PA(pt,pt+s), 

^M((-Pt/2)log-Pt/2) =  - 4 £ ( y / p j i ,  л/ pJ 2), t>  0.

Thus, letting ht p((Ptf 2) log Ptf 2) we obtain from (2.5.24) that

^ - { - W 2PA(M,Mi)} :=  I™ ~ ( W ^ A ( p , p t) -  W 2 {p, p t + s ))

< -
К (2.5.25)

t > 0.
2Ф (M 1/2’

Since Ptf 2 —> p ( f2) = 1 in L2(ji) as t —» oo as explained in the proof 
of Theorem 2.4.2(3), and since f 2 is bounded and p{p\ Q) < oo, we have 
ht —» 0 and W2(p,pt) —> 0 as t —> oo. Therefore, (2.5.25) implies

h'At 1 dr
Щ Ч *  / » « ) < - -  Г  Kdt -  1 Г  2 n ) -  2 Jo щ ы)1,2 -  2 j 0 ф(г)1/2- (2.5.26)

Ф {Ы У 2
This implies the first assertion.

Finally, for any x £ M, by taking /  such that f 2p -> Sx weakly we 
obtain from (2.5.26) that

dr
Ф(г)!/2‘

Hence the proof is completed since this implies
P a (x , y) =  W PA (Sx, Sy) < W pA (jm, Sx) + W PA (p, Sy) 

dr

W2PA(p,6x) < \ j °

< f
Jo ф(г)1/2’ x, у £ M.

□

2.5.3 From super Poincare to transportation-cost inequali­
ties

Theorem 2.5.5. Let p(dx) = e ^ ^ d x  for some V £ C(M) be a probability 
measure on M . Assume that (2.5.4) holds for some positive decreasing 
/3 £ C((0, oo)) such that

Ф )  ~  (log(2s))(lA/3~1(s/2)), s >  1
is bounded, where /3~1(s) := inf{f > 0 : /3(t) < s}. Then (2.5.5) holds for 
some C > 0 and

1
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Consequently,

W t  (fff, h f  < C p(f  log /) , /  > О, p ( f2) -  1, (2.5.27)

where pa is the Riemannian distance induced by the metric

(X ,Y Y  : = -----X ,Y  £ TXM, x £ M. (2.5.28)
a o Po(x)

Proof. Since a is bounded, the completeness of the original metric im­
plies that of the weighted one given by (2.5.28). So, (2.5.27) follows from 
(2.5.5) according to Theorem 2.5.4 for Ф(г) = r/C. Thus, by Theorem
2.5.1 with E = M  and Г ( / ,/ )  =  |V /|2, it suffices to prove that (2.5.4) 
implies the Poincare inequality (2.5.8) for some Co > 0. Due to Theorem 
1.6.2, the super Poincare inequality (2.5.4) implies that the spectrum of L 
is discrete. Moreover, since M  is connected, the corresponding Dirichlet 
form is irreducible so that 0 is a simple eigenvalue. Therefore, L possesses 
a spectral gap, which is equivalent to the desired Poincare inequality. □

Since p(p0 > s — 2) can be estimated by using known concentration of p 
induced by the super Poincare inequality, one may determine the function 
a  in Theorem 2.5.5 by using /3 only. To present specific consequences of 
this result, we need the following lemma in the spirit of [Marton (1986); 
Bobkov and Gotze (1999)].

P ro p o s it io n  2.5.6. Let p : M  x M  -¥ [0, oo) be measurable. For any r > 0 
and measurable set A С M  with p(A) > 0, let

Ar = {x G M  : p(x, y ) > r  for some у G A], r > 0.

If
W fi fp ,  р )< Ф о  p ( f  log /) , /  > 0, м(Я =  1 (2.5.29)

holds for some positive increasing Ф G C([0, oo)), then

p(Ar ) < exp [-Ф _1(г -  Ф о logp(A)-1)], r > Ф о log^(T)-1 , 

where Ф_1(г) := inf{s > 0 : Ф(я) > r), r  > 0.

Proof. It suffices to prove for p,(Ar) > 0. In this case, letting Pa = 
p(- П A)/p(A) and pat = p{- П Ar)/p(Ar), we obtain from (2.5.29) that

r  <  W f { p A , p A r ) <  W f { p A , p )  +  W f  (p A r, p )

< Ф о log p(A)~l +  Ф о log/r(Ar)_1.

This completes the proof. □
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Corollary 2.5.7. Let 5 € (1,2).
(а) (2.5.4) with /3(г) =  exp[c(l + Г -1/*5)] implies (2.5.5) with

a(s) := (1 +  s) - 2(5-D/(2-<5)

and (2.5.27) with pa(x,y) replaced by

p ( x ,  y ) (  1 + p 0( x )  V р0{у))(6~1)/{-2~&)■
Consequently, it implies

W2/(2- 6) ( f ^ v ) 2/{2~5) < C p(flog f) ,  p(f) = l , f  > 0 (2.5.30)
for some constant C > 0.

(б) If V £ C2(M) with Ric — Hessy bounded below, then the following 
are equivalent to each other:

(1) (2.5.4) with (3(r) = exp[c(l + r -1/*5)] for some constant c > 0;
(2) (2.5.5) with a(s) := (1 + s)—2(г~ 1)/C2—<*) for some C > 0;
(3) (2.5.27) f o r  s o m e  C > 0 a n d  p a ( x , y )  r e p l a c e d  b y  p ( x , y ) (  1 + p 0 { x )  V 

P o ( y ) ) i 5- 1)/{2- s ) ;

(4) (2.5.30) for some C > 0;
(5) p(exp[Apo^2_^]) < oo for some A > 0.

Proof, (a) Let /3(r) = ec(1+r / 1 for some c > 0 and S > 1. It is easy to 
see that

1 Л /3 1 (s/2) < ci log-<5(2s), s > 1

holds for some constant Ci > 0. Next, by Corollary 5.3 in [Wang (2000b)], 
(2.5.4) with this specific function /3 implies

p{p0 > s -  2) < c2 exp[-c3s2,/(2_<5̂ , s > 0 
for some constants c2, c3 > 0. Therefore,

a(s) < c4(l + s) - 2(-5-i)/(2-«)) s > 0 

holds for some constant c4 > 0.
On the other hand, for any x\, x2 G M  let i G {1,2} such that p0(xi) = 

Po{xi) V p0{x2). Define

f { x )  =  (p(x,Xi ) A +  p0{xi))(s~1)/{2~s) , x  G R d .

Then
a  о Po|V/|2 < c4(l + (0o)-2(«-1)/(2-«)|V/ | 2

<  с 4 1 { р ( о ,х ; ) /2 < р 0< З р (о ,Х ; ) /2 } (1  +  A>)_ 2 ^ _ 1 ^ 2 _ ^ (  1 +  P o (X i ) ) 2('S~ 1 ) / ( 2 " <5)
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for some constant c5 > 0. Since by the triangle inequality p„{xt) 
\p(x  1,^ 2), this implies that the intrinsic distance pa satisfies

\ f ix i) ~ f ( x2)\2
Pa ( l l , X 2)2 > C5
>  c6p(a;i,x 2)2(1 +  Po(x \ )  V РоО Ы )2^  1)/(2 S)

> c7p(xi ,x2)2/(2"'S)

>

for some constants C6,c7 > 0. Hence the proof of (a) is completed by The­
orem 2.5.5.

(b) Now, assume that

Ric — Hess^ > —K
for some К  > 0. By (a) and Proposition 2.5.6, which ensures the implication 
from (4) to (5), it suffices to deduce (1) from (5). Let

h(r) = p,(eTp°), r > 0.
By Theorem 5.7 in [Wang (2000b)], the super Poincare inequality (2.5.4) 
holds with

B(r) := со inf гi inf -h(2K  + 12s-1)es/ri~ \  r > 0
0 < r i< r  s>0 S

for some constant Co > 0. Since for any Л > 0 there exists c(A) > 0 such 
that

rt2 < At2/(2_4) + с(А)г1/(4_1), r > 0, 

it follows from (5) that
h(r) < Ci expfcir1̂ 4-1 ]̂, r > 0 

for some constant Ci > 0. Therefore,

в(г) < C2 inf n  inf -  exp[c2S_1/, 5̂_1  ̂+ s/ri], r > 0
0 < r i< r  s>0  S

for some c2 > 0. Taking s = and rq =  r, we conclude that

/3(r) < e c(1+r_1/S), r  > 0

for some c > 0. Thus, (1) holds. □

We remark that (2.5.4) with /3(г) = exp[c(l +  г-1/5)] for some c > 0 
is equivalent to the following log4-Sobolev inequality (see [Wang (2000a,b); 
Gong and Wang (2002); Wang (2005a)] for more general results on (2.5.4) 
and the F-Sobolev inequality)

p ( f2 log4(l + f 2)) < ClM(|V /|2) + C2, p ( f2) = 1.
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Since due to Corollary 5.3 in [Wang (2000b)] if (2.5.4) holds with /3(r) = 
exp[c(l+r-1/'5)] for some 5 > 2 then M  has to be compact, as a complement 
to Corollary 2.5.7 we consider the critical case 5 = 2 in the next Corollary.

Corollary 2.5.8. (2.5.4) with fd(r) = exp[c(l + r -1/2)] for some c > 0 
implies (2.5.5) with a(s) e~cis for some c\ > 0 and (2.5.27) with pa(x,y) 
replaced by

Р(х,у)еС2[р°(х)'/р°(у)}
for some сг- If hie — Hess у is bounded below, they are all equivalent to the 
concentration р(ехр[еЛр°]) < oo for some Л > 0.

Proof. The proof is similar to that of Corollary 2.5.7 by noting that 
(2.5.4) with (3(r) — exp[c(l + r -1/2)] implies p(pa > s) < exp[-ceClS] for 
some ci > 0, see Corollary 5.3 in [Wang (2000b)]. □

Finally, we present two examples to illustrate the above results.

Example 2.5.1. Let Ric be bounded below. Let V  € C(M ) be such that 
V  + aprD is bounded for some a > 0 and r > 2. By Corollaries 2.5 and 3.3 
in [Wang (2000a)], (2.5.4) holds for /3(r) = exp[c(l + r - '7̂ 2̂ -1^]. Then 
Corollary 2.5.7 implies

w p( fp ,р)° < C p(f  log/) , /  > о,М Я =  1
for some constant C > 0. In this inequality r could not be replaced by any 
larger number, since W p > W p and for any p £ [1, oo) the inequality

W p{fp, p Y  < C p(f  log /) , /  > 0, p(f)  = 1
implies p(exp°) < oo for some Л > 0, which fails when p > г for p specified 
above.

Example 2.5.2. In the situation of Example 2.5.1 but let V  + exp[cpD] 
be bounded for some c > 0. Then by Corollaries 2.5 and 3.3 in [Wang 
(2000a)], (2.5.4) holds with /3(r) = exp[c'(l +  r -1/2)] for some d  > 0. 
Hence, by Corollary 2.5.8, there are some ci, C > 0, such that

inf /  p(x,y)2eClp{x'vK{dx,dy) < C p ( f  logf), (2.5.31)
■nOC(LiJn) Jm xM

holds for all /  > 0, p,(f ) = 1. On the other hand, it is easy to see from 
Proposition 2.5.6 that (2.5.31) implies

/x(exp[exp(Ap0)]) < oo, A > 0,
which is the exact concentration property of the given measure p.
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2.5.4 Super Poincare inequality by perturbations

In this subsection we aim to present explicit estimates on /? in the super 
Poincare inequality by perturbation from a given Nash inequality, which is 
in particular available if the injectivity radius of the manifold is positive or 
Ricci curvature is bounded below. See [Wang (2000a,b, 2005a); Cattiaux 
et al (2009)] for more results in this direction.

Let о £ M  be fixed. For any Л > 0, let

Mr) = in fa (—L|B(o,r)c) (2 5 32)
=  inf{M |V/|2) : /  € C i(M ) ,r f fa) = l , f \ B(o,r) = 0}.

According to [Wang (2000a)], we have A(oo) := limr_Kx, A(r) = oo if and 
only if the super Poincare inequality

p ( f2) < rp(\Vfl2) + /3(r)p(lf\)2, r > 0 , f e C l ( M )  (2.5.33)

holds for some decreasing function /3 : (0, oo) -* (0, oo). In the following 
result, we estimate /3 by using A and a prior Nash inequality.

Theorem  2.5.9. Let A(r) be defined by (2.5.32). Assume that there exists 
a locally Lipschitz continuous function W  on M  such that the following 
Nash inequality holds for do = exp[W]dx and some p > 0:

K / 2) < c M |V / |2) + o ( f ) } p/ip+2\  o(\f\) =  1. (2.5.34)
Put ф(г) = supB(G r) exp[W — V] and let ip be an increasing function such 
that

xp(r) > i{ |V W |2 -  |W |2 - 2 Д ( У -  W j) on B(o,r)

in the distribution sense. If tp is finite, then there exists c > 0 such that 
(2.5.33) holds with

P(r) — c[l+i/>(2 + A~1(8r~1)) + r -1]p/2(/>(A-1(8r~1) + 2), r  < 1, (2.5.35)

where A_1(r) =  inf{s > 0 : A(s) > r}. Consequently, letting j( r )  = 
— supB(or)c Lp0, r  > 0, the result remains true with A replaced by (7+)2/4.

Proof. By (2.5.34) and Corollary 1.6.11, there exists Ci > 0 such that

K / 2) < « '( |V / |2) + c 1(l + r - 1)*’/2, K l/I) =  l- (2.5.36)
For any R > 0, let h = (p -  R)+ Л 1, we then have, for any /  G Cq°{M),

М(/2Д2)-  A M M(|V/|2 + /2 )-
(2.5.37)
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Next, let h\ = (p — R — 2) Л1, and assume that /j(|/j) = 1. It follows from 
(2.5.36) with test function fh \  exp[(V — W)/2] that

M A ? )  < rM( \ ( f h i ) 2\V(V -  W)\2 + V(F -  W))

+ |V (/^ !)|2) + Cl(l + r - ' y /2n(\fhi\exp[(W -  V)/2})2

< 2r/i(|V /|2 + / 2) + r- t i ( f 2h2{\VW\2 -  |VV|2 -  2A(V -  W)})

+ c1(l + r - 1)p/2<l>(R + 2)
< 2r/x(|V/|2) + [2r  + rip(R +  2)]p(f2) + Cl( 1 + r - l )p' 2<t>{R + 2).

By combining this with (2.5.37), we obtain

2 2(А(Д)~1 + A (1V /12) + cr(l + r - ^ / ^ j R  +  2)
W  ~ [1 — 2А(Д)-1 — 2r — n/j(R + 2)]+

For any e £ (0,1], put

(2.5.38)

R = A 4(1 + e) + 2exjj(R +  2)
Then (2.5.38) implies that

M /2) < £M(|V/|2) +/3(e)
with /3 determined by (2.5.35). Finally, if dM  is either convex or empty, by 
Cheeger’s inequality, A(r) > j  (7(r )+)2, the second assertion then follows.

□

Remark. According to Croke’s isoperimetric inequality [Croke (1980)], 
when dM  = 0, (2.5.34) holds for IF = 0 and p = d provided either i(M) = 
oo or i(M) > 0 and the Ricci curvature is bounded from below, where i(M) 
denotes the injectivity radius of M. Here, we present below a result based 
on a result due to [Wang (2001)]: (2.5.34) holds for p = d and W  = cp 
whenever Ric> —K  for some К  > 0 and c > \/(d — 1)K.

Corollary 2.5.10. Assume that Ric(AT, X) > —K\X \2 for some К  > 0 and 
all X  ETM . If dM is either convex or empty, then the results in Theorem 
2.5.9 hold for p =  d and any smooth W  with \\W — cp||oo < oo for some 
c > y /(d— 1 )K. Consequently, consider V = —ap6(a > 0,6 > 1), (2.5.33) 
holds with

0(r) = exp[c'(l + r~ A)l
for some c' > 0 if and only if A > <5/[2(<5 — 1)]. Moreover, i fV  = — expjap] 
for some a > 0, then (2.5.33) holds with the above 0 for A =
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Proof. The first assertion follows from Theorem 2.5.9 and the above 
Remark. Now, consider V = —aps(a > 0, S > 1). Since the Ricci curvature 
is bounded from below, there exists ci > 0 such that Lp < —c\ps~1 for big 
p. Then A(r) > for big r. Therefore, there exists c2 > 0 such that

A- 1(8r -1) < c2r -1/(2(,5-1)), r < 1.

Next, By Green and Wu’s approximation theorem [Greene and Wu (1979)], 
there exists globally Lipschitz function W  E C°° such that ||W — cp ||oo < 1 
and that A W  is bounded from above. Then, there exists C3 > 0 such that

ф(г) < exp[c3r5], ф(г) < c3, r  > 1.

By Theorem 2.5.9, (2.5.33) holds with (3{r) = exp[c'(l + r - '5/(2(*5—!)))] for 
some d  > 0.

On the other hand, if (2.5.33) holds with /3(г) = exp[c'(l + r~A)] for 
some c' > 0 and A < 5/(2(5 — 1)), by the concentration of p (see Corollary
5.1 in [Wang (2000b)]), p(exp[ep2A//(2A_1)]) < oo for some e > 0. This is 
impossible since > 5 and hence

p(exp [ep2A/(2A_1)]) -  Z - 1 J  exp [ep2A/(2A- 1) _  / ] d x  -  oo

by the volume comparison theorem due to [Cheeger et al (1982)]. The proof 
for the case that V = exp [—op] is similar. □

Finally, we look at the super Poincare inequality by perturbations. 
Obviously, (2.5.33) does not change qualitatively if V  is perturbated by 
bounded functions. Our next result says that this is also true if the per­
turbation is Lipshitz continuous. For optimal perturbation results using 
growth conditions, we are referred to [Bakry et al (2007)] and references 
within.

Proposition 2.5.11. Assume that (2.5.33) holds. If U is a Lipschitz func­
tion, then (2.5.33) also holds for dp, := exp[U]dp with

i3(r) = ci/3(c2(l + r ))2

for some c\,ct > 0.

Proof. By e.g. Corollary 5.1 in [Wang (2000b)], (2.5.33) implies that 
p(eIе7!) < oo so that p is a finite measure since |{7| < c(l + p) for some 
c > 0. For any /  with Д(|/|) = 1, applying (2.5.33) to /exp[f//2] we obtain

Д(/2) < 2rp(|V /|2) +  r- p ( f 2\VU\2) + /3(г)Д(ехр[-[//2]|/|)2. (2.5.39)
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On the other hand,

Д(ехр[—1//2]|/|)2 < |е ^ /2Д(|/|) +  Д(|/|e~c//2l {|t/|>jv}) }

<2eN +2fi{f2)n(\U\> N)
<2eN +2ft{em )e~Nft( f2), N  > 0.

Since /г(е^) < oo, this implies that

Д(ехр[-1//2]|/|)2 < е Д ( / 2) +  ^  e > 0  (2.5.40)

holds for some constant c > 0. Taking e = [2/3(r)]“ 1 in (2.5.40) and then 
substituting it into (2.5.39), we obtain

дг f2x 4гД(|У/|2) 4 c/?(r)2 1
l - l I V t f l & r  1 — l|VC/’|||0r ’ | |W | | | /

This proves the proposition. □

2.6 Log-Sobolev inequality: Different roles of Ric and Hess

Let Z = VU for some V £ C2(M) such that p(dx) := ev<-x\ ix  is a probabil­
ity measure. In previous sections we have described some properties of the 
diffusion process by using the Bakry-Emery curvature Ricz =  Ric — Hessy, 
in which Ric and —Hess are taking the same role. In this section, we intend 
to show that at least for functional inequalities (e.g. the log-Sobolev in­
equality), these two tensors indeed play very different roles (see also [Wang 
(2009a)]).

According to Theorem 2.4.1(1), if Ric — Hessy > К  holds for some 
constant К  > 0, then the log-Sobolev inequality

M /2log /2) < CXIV/I2), A»(/2) = l , / £ C \ M )  (2.6.1)

holds for С = 2/K. We aim to prove the log-Sobolev inequality for un­
bounded below Ric — Hess у by using conditions on Ric and Hess у sepa­
rately.

Since the log-Sobolev inequality implies jj,(eXp°) < oo for some Л > 0, 
to ensure the log-Sobolev inequality a reasonable condition of Hessy is

—Hessy > S outside a compact set (2.6.2)

holds for some constant 5 > 0. Under this condition we are going to search 
for the weakest lower bound condition of Ric for the log-Sobolev inequality
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to hold. It turns out that under (2.6.2) the optimal curvature lower bound 
condition will be of type

Ric > - C -  r2p20 (2.6.3)
for some constants C, r > 0, where r will be explicitly given by <5 in (2.6.2), 
see Theorem 2.6.5 below for details.

As already shown in the proof of Theorem 2.4.2(3), to ensure the log- 
Sobolev inequality (equivalently, the hypercontractivity of Pt) we need to 
establish the Harnack inequality and to verify the concentration of p. We 
first investigate the exponential estimate of the diffusion process, which 
turns out to provide reasonable concentration property of /i; then estab­
lish the Harnack inequality by using the coupling method developed in 
[Arnaudon et al (2006)].

2.6.1 Exponential estimate and concentration o f p

We first study the concentration of p by using (2.6.2) and (2.6.3), for which 
we need to estimate Lp0 from above.

Lemma 2.6.1. If  (2.6.2) and (2.6.3) hold then there exists a constant C\ > 
0 such that

Lp2o < C 1( l+ p o) - 2 ( 6 - r V d ^ l ) p 20 (2.6.4)
holds outside cut(o), the cut-locus of o. If moreover 8 > r\Jd — 1 then 
p(eXp°) < oo for all X < |(<5 — r\/d  -  1).

Proof. According to (2.6.3) and the Laplacian comparison theorem (The­
orem 1.1.10),

Ap0 < x/(c + r 2p2)(d- 1) coth y/(c + r2p2)/(d — 1) pQ 
holds outside cut(o). Thus, outside cut(o) one has

(2.6.5)
Ap20 < 2p0s / (с -I- r2p20){d -  1) coth {c + r2p20)/ (d -  l) pQ + 2

< 2d + 2p0\J(c +  r2p2)(d — 1), 
where the second inequality follows from the fact that 

r cosh r  < (1 +  r) sinh r, r > 0.
On the other hand, for x  cut(o) and U the unit tangent vector along 

the unique minimal geodesic I form о to x, by (2.6.2) there exists a constant 
Ci > 0 independent of x such that

(VV, X7p0)(x) — (VV,U)(o) + [  Uessv (U,U)(£s)ds < c i ~  8pa{x).
Jo
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Combining this with (2.6.5) we prove (2.6.4).
Finally, let J > r\/d  — 1 and 0 < Л < |( J  — r\/d  — 1). By (2.6.4) we 

have
Lexp° < \e xp° (Ci(l + p0) - 2 ( 6 -  r \ / d -  1 )p2a + 4Ap20)

< c2 -  c3poCAp°

for some constants С2,сз > 0. This implies (see Proposition 3.2 in [Bo­
gachev, Rockner and Wang (2001)])

C2/  p2exp°dp < —  <  o o .
J м  c3 □

Lemma 2.6.2. Let Xt be the L-diffusion process with X q = x G M. If
(2.6.2) and (2.6.3) hold with 6 > r\Jd — 1, then for any <5o € (ry/d — 1,6) 
there exists a constant C2 > 0 such that

E exp (J0 -  r\/d -  l)2 [ T p0( x ty
Jo

dt

C2T  + -(Jo -  r \ / d -  1 )p0(x)2< exp 

for all T  > 0, x  £ M.

Proof. By Lemma 2.6.1, we have

Lp2 < C — 2(J0 -  r V d ^ l ) p 20

outside cut(o) for some constan t C > 0. T hen by K endall’s Ito  form ula 
[Kendall (1987)] we have

dp20{Xt) < 2V2p0(Xt)dbt + [ C -  2(J0 -  r V d ^ l ) p 20(Xt)]dt (2.6.6)

for some Brownian motion bt on K. In particular, the L-diffusion process 
is non-explosive (see Theorem 2.1.1), i.e.

:= inf{t > 0 : p0{Xt) > n} f  oo as n t  oo.

For any A > 0 and n > 1, it follows from (2.6.6) that
г ,____  гтл c„ -i

Eexp 2A(Jo — r\/d — l) / p2(Xt)dt
L Jo

< expo

< expl(x)+CXT ^E exp

2V2 A j
t-т л<„

Po(Xt)dbt
0

/•ТЛС" о 1
16X2 J pl(Xt)dt

0

1\ 1/2
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where in the last step we have used the inequality

EeMt < (Ee2<M>t)1/2
for Mt =  2\[2\ J0,A<’rl p„(Xs)dbs. This follows immediately from the 
Schwarz inequality and the fact that exp[2Mt — 2{M)t] is a martingale. 
Thus, taking

A = (̂<50 -  rVd  — 1)
О

we obtain

Eexp
'i ,____ 9 rTACn
-(60 - r V d ^ l ) 2 j o pl(Xt)dt

< exp L4 (So -  r V d ^ l ) p 20(x) + C2T

for some C2 > 0. Then the proof is completed by letting n -> 00. □

2.6.2 Harnack inequality and the log-Sobolev inequality

According to Theorem 1.3.7, to establish the Harnack inequality we first 
construct a coupling by change of measure. As shown in [Arnaudon et al 
(2006)] the underlying changed probability measure will be given by a Gir- 
sanov transform.

Let T > 0 and x ^  у € M  be fixed. Due to Theorem 2.3.2 we consider 
the following coupling by parallel displacement (for simplicity, we assume 
that cut =  0)

dAt = V2 щ о dBt + V V (X t)dt, X 0 = x ,
d Yt = V2ut o (u t lPXuYtntdBt) + {W (Yt) + ZtU{Xt, Yt)}dt, У0 = У, 

where Pxt,Yt is the parallel transformation along the unique minimal 
geodesic from X t to Yt, U(Xt,Yt) = -V p (X t ,-){Yt)l{xt^Yt}, 6  > 0 is 
a Lipschitzian function of X t, and

r  := inf{f > 0 : At = Yt}.

Lemma 2.6.3. Assume that (2.6.2) and (2.6.3) hold with 5 > 2r\/d — 1. 
Then there exists a constant C3 > 0 independent of x, у and T  such that 
X T = YT holds for & := C3 + 2 rV d ^A Po(Xt) +

Proof. According to Theorem 2.3.2, we have
d P(Xu Yt) = { l (X t,Yt) + (XV,Xp(;Yt))(Xt)

+ (XV,Vp(Xt,-))(Yt) - C t }dt, t < t .
(2.6.7)
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By (2.6.3) and letting
K (X t ,Yt)=  sup {c + r2p2},

*([0 , p ( X t , Y t )])

where £ is the minimal geodesic from X t to Yt, as in the proof of Corollary
2.1.2 by taking {J ,} such that { J,, £} is orthonomal basis at X, and Yt, we 
obtain from

I (X t,Yt) < 2y/K(Xt,Yt) ( d - l )
Г p(Xt,Ytx tanh j K ( X t,Yt) / ( d -  1)

(2.6.8)

Moreover, by (2.6.2) there exist two constants r0,ri > 0 such that 
—Hessy > 6 outside B(o, ro) but < r : on B(o, ro), where B(o, ro) is the 
closed geodesic ball at о with radius ro- Since the length of £ contained in 
B(o, ro) is less than 2ro, we conclude that

(VC, Vp(-, yt))(Xt) +  (VC, Vp(Xt) -))(Yt)

l

■p(Xt , Yt)
H essy(4,4)ds < 2г0гх -  (p(Xt ,Yt) -  2r0)+6

< d  -  6p(Xu Yt)

for some constant c\ > 0. Combining this with (2.6.7), (2.6.8) and

& =  C3 +  2 rV d = l Po(Xt) +
we arrive at

dp(Xt,Yt) < {2V K (X t, Yt)(d -  1) + Cl -  Sp(Xt, Yt)

- C 3 -  2 r V d ^ l Po(Xt) -  ^ ^ } d t

for t < t . Noting that

y /K (X t,Yt) < (c + r2[Po{Xt) + p{Xu Yt)}2) 1' 2

<V~c+r[Po(Xt) + p(Xt,Yt)\ 
and 5 > 2ry/d—H, one has

2 ^ K ( X u Yt) ( d - l ) - 6 p ( X u Yt) -  2 r V d ^ \ Po{Xt) < 2 ^ c ( d - l ) .  
Thus, when C3 > c\ + 2\Jc{d — 1) we have

dp(Xt ,Yt) < - ^ ^ d t ,  t < т

so that

0 = p(XT, YT) < p{x, у ) -  j T  ^ ^ d t = Ц ^ р ( х ,  у) 

which implies that r  < T  and hence, X? = Yt ■ □
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Proposition 2.6.4. Assume that (2.6.2) and (2.6.3) hold with 5 > (1 + 
\[2)r\Jd — 1. Then there exist C > 0 and p > 1 such that

(PTf(y))p < {PTf p(x)) exp ^p{x, y)2 + C{T +  p0(x)2) 

holds for all x, у £ M ,T  > 0 and nonnegative f  £ Сь(М). 

Proof. According to Lemma 2.6.3, we take

(2.6.9)

ft — Сз + 2 ry/d — 1 p0(Xt) + p{x,y)

such that т < T  and Xp = Yp- Obviously, I t  solves the equation 
dYt — V2 щ о dBt + X V (kf)dt 

for

dBt := dBt + ^=uf% U (X t,Y t) l {t<r}dt.

By the Girsanov theorem and the fact that r  < T, the process {Bt : t £ 
[0, T]} is a d-dimensional Brownian motion under the probability measure 
RF for

R := exp j \ P x uYtu A B u f tU{Xu Yt)) -  l-  j \ 2dt

By Theorem 1.3.7, we have
(.P r f { y ) ) p <  {PT f p{x )) {F R pP p- V y - \  (2.6.10)

Since for any continuous exponential integrable martingale Mt and any2 o2
P,p > 1, the process exp[f3pMt — p f  (M)t] is a martingale, by the Holder 
inequality one has

E e /3Mt —§<M>t = E ^ M f - 4 E(W)t .
']

By taking /3 = p/(p -  1) we obtain

{ E R ^ x y - 1 <  jE exp pq(pq - p +  1)
Ш  H I

( 2.6 .11)

( 2.6 . 12)
L8(9-1)(P-

holds for all q > 1. Since 5 > (1 + \f i)r\/d  — 1, we may take 6q £ ((1 + 
\/2)r\/d — 1, S), small e' > 0 and large CA > 0, independent of T, x and y, 
such that

P(x ,y ) \2f 2 =  ( c 3 + 2 r V d ^ i Po( x t) +  T

a . r»(or -»л2
CA + C4p(f ’ŷ  + 2(d0 -  rVdPPl)2p0{Xt)2J 12
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holds. Moreover, since
pq{pq-p + 1) ilim lim —------ —------ — = - ,g|i p̂ oo 8(q — l)(p — l )2 8

there exist p, q > 1 such that

pq(pq-p + 1) rT
8{q ~ l)(p

+  1) Г
~  I )2 Jo

ffd  t

^  Г, гг, , c 4p(x,y)2 , (<50 -  rVd -  l )2 < C4T  + ----- -------+ -------------------- f T po(xty
Jo

(2.6.13)

dt.

Combining this with (2.6.12) and Lemma 2.6.2, we obtain

(ЕДр/Ср- 1))?-1 < exp [C5T + ^ ^ J  + C5p0(a;)2], T > 0,x € M  

for some constant C5 > 0. This completes the proof by (2.6.10). □

Theorem  2.6.5. Assume that (2.6.2) and (2.6.3) hold for some constants 
c, 6, r > 0 with S > (1 + \/2)r\/d — 1 . Then (2.6.1) holds for some C > 0.

Proof. By Proposition 2.6.4, let p > 1 and C > 0 such that (2.6.9) holds. 
Since 6 > гл/d  — 1, we may take T  > 0 such that

^  < e :=  l ( S - r y / d -  l).

Then for any nonnegative /  € Съ(М) with p{fp) =  1, since p is Pt - 
invariant, it follows from (2.6.9) that

1 =  f PTf p{x)p(dx)
J m

> (Prf{y))p [  е -£р(х’У'>2- с (1+р°<-х?'>p(dx)
J m

> (PTf(y))p \  e-£(1+^ » 2~2C/i(da:)
■f{Po<l}

> £'(PTf(y))pexp[-2ep0(y)2}, y £ M  
for some constant e' > 0. Thus,

/  (PTf(y))2pp{dy) < [  e4epo{y)2p{dy) < 00
J m  £ J m

according to Lemma 2.6.1. This implies that

||-Pt ||lp(p)->l2p(m) < °°-
Therefore, the log-Sobolev inequality (2.6.1) holds as explained in the proof 
of Theorem 2.4.2(3). □
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To verify the sharpness of this theorem, let во > 0 be the smallest pos­
itive constant such that for any connected complete non-compact Rieman­
nian manifold M  and V  € C2(M) such that f M ev<-xhlx = 1, the conditions
(2.6.2) and (2.6.3) with 6 > r6oVd — 1 imply (2.6.1) for some C > 0. Due 
to Theorem 2.6.5 and the following example, we conclude that

во € [1)1 + x/2].
The exact value of 0q is however unknown.

Example 2.6.1. Let M  = R2 be equipped with the rotationally symmet­
ric metric

ds2 = dr2 +  {rekr }2d#2
under the polar coordinates (г, в) £ [0, oo) x S1 at 0, where к > 0 is a 
constant. Then (see e.g. [Gong and Wang (2002)])

A ( r e kr2)
Ric =  . a ’ =  -4  к -  Ak2r2.

rekr
Thus, (2.6.3) holds for r = 2k. Next, take V = —kp2 — A(p2 + 1)1//2 for 
some A > 0. By the Hessian comparison theorem and the negativity of the 
sectional curvature, we obtain (2.6.2) for S = 2k. Since d — 2 and

ev('xMx = re-A(1+r2)1/2drd0, (2.6.14)
one has Z < oo and S =  2k =  r\Jd — 1. But the log-Sobolev inequality 
is not valid since by Herbst’s inequality it implies p(erp») < oo for some 
r > 0, which is however not the case due to (2.6.14). Since in this example 
one has 5 > гву/d  — 1 for any в < 1, according to the definition of во we 
conclude that во > 1.

2.6.3 Hypercontractivity and ultracontractivity

Recall that Pt is called supercontractive if ||Pt||2->4 < oo for all f > 0 while 
ultracontractive if ||Pt||2-+oo < oo for all f > 0 (see [Davies and Simon 
(1984)]). In the present framework these two properties are stronger than 
the hypercontractivity: ||Pt ||2->4 < 1 for some t > 0, which is equivalent to
(2.6.1) due to Gross [Gross (1976, 1993)].

P roposition 2.6.6. Under (2.6.2) and (2.6.3). Pt is supercontractive if 
and only if

h(exp[Ap2]) <oo, A > 0,
while it is ultracontractive if and only if \\Pt exp[Ap2] ||oo < oo for all f, A > 0.



Diffusion Processes on Riemannian Manifolds without Boundary 103

Proof. The proof is similar to that of Theorem 2.3 in [Rockner and Wang 
(2003a)]. Let /  € L2(p) with p ( f2) =  1. By (2.6.9) for p = 2 and noting 
that /i is Pt-invariant, we obtain

1 > (РтПу))2 J  exP -  У)2 -  C{T + p0(x)2)] fi(dx)

>  (P rf(y ))2 exp [ -  Ц - ( Po( y )2 + 1) -  C(T  + 1 ) \ ц ( В ( о ,  1)).
Hence, for any T  > 0 there exists a constant Xx > 0 such that 

\Prf\ < exp[AT(l + pi)}, T  > 0, p ( f2) = 1.

(1) If p(eXf>°) < oo for any A > 0, (2.6.15) yields that 

Н-РгНг-н < м(е4Ат(1+',°)) < oo, T > 0 .

(2.6.15)

Conversely, if Pt is supercontractive then the super log-Sobolev inequality 
(cf. [Davies and Simon (1984)])

P if2 bg / 2) < rp(\Vf\2) + 0(r), r > 0, p ( f2) =  1

holds for some /3 : (0, oo) —> (0, oo). By [Aida et al (1994)] (see also [Liu 
(2009); Rockner and Wang (2003a)]), this inequality implies p(exp°) < oo 
for all A > 0.

(2) By (2.6.15) and the semigroup property,

ll-Prlb-foo < ||PT/2eÂ (1+',°)||oo < oo, T > 0

provided ||Р*еЛр» Цоо < oo for any t, A > 0. Conversely, since the ul- 
tracontractivity is stronger than the supercontractivity, it implies that 
eAp° 6 L2(p) for any A > 0 as explained above. Therefore,

||HteAp°||oo < ||Rt||2-yoo||eAp“ ||2 < oo, A > 0.
Then the proof is completed. □

To derive explicit conditions for the supercontractivity and ultracon- 
tractivity, we consider the following stronger version of (2.6.2):

—Hessp > Ф о pa holds outside a compact subset of M, (2.6.16)

for a positive increasing function Ф with Ф(г) f  oo as r t  oo. We then aim 
to search for reasonable conditions on positive increasing function Ф such 
that

Ric > —Ф о pQ

implies the supercontractivity and/or ultracontractivity.

(2.6.17)
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Theorem  2.6.7. If {2.6.16) and (2.6.17) hold for some increasing positive 
functions Ф and Ф such that

,. 4 ,. (/0r $(s)ds)2lim Ф(г) = lim — -----= oo,
r —Уоо ф (r)

1 f t/2

(2.6.18)

____________  rr 1 r4*
\/Ф (r + t)(d — 1) < в / Ф(в^й +  -  / Ф ^ ^ з  +  С, r,t > 0 (2.6.19) 

Jo 2 J о
for some constants в £ (0,1/(1 + V2)) and C > 0. Then Pt is supercon- 
tractive. If furthermore

d  s < oo,
i;h v/s / 0/F &{u)du 

then Pt is ultracontractive. More precisely, for

Ti(r) := -=  /  Ф(в)<1в, Г2(г) := /
V r Jo J r

d s

$ (u)d^

(2.6.20)

r > 0,

(2.6.20) i m p l i e s

||Pt ||2-»oo < exp c +  ^ (l +Г]"1(сД) + Y f l { t / c ) )  <oo, i > 0  (2.6.21) 
f o r  s o m e  c o n s t a n t  c >  0 a n d

r j ”1(s) :=  in f{ t >  0 ; r i ( t )  >  s} , s  >  0.

Proof. (a ) R ep lacing  c + p2 by Ф  о p fJ an d  n o tin g  th a t  H essy  < — Ф о p 0

for la rge pD, th e  p ro o f of L em m a 2 .6.1 im plies

L p 20 <  c ^ l  +  p o )  -  2 p 0 (  [  Ф ^ ^ я  -  \ /Ф  о p a ( d  -  1)^) (2.6.22)
о

for some constant ci > 0. Combining this with (2.6.19) and noting that 
I rp° .
Po *f fo° <£(s)d s —> oo as p0 —у oo, we conclude that for any Л > 0

M oЬ М 2о < C — Г  Ф(а)<1а + 4A2p2e
1 +  v2 Jo

< C  + C( A) -  A Poexp° Г °  <b(s)ds,
Jo

iiv

{<

(2.6.23)

where C > 0 is a universal constant and

C(A) := supreAr 4A V -
(1 + V2)2

J  Ф(5^ й|

sup re
г2<Г1- 1(4(1 + \/2)2а)

Ar |4A2r
(I + V2)2

< 4A2rj"x(4(l + a/ 2)2A) exp [АГ^(4(1 + \/2)2A)]
< exp [4A + 2АГ^1 (4(1 + v̂ ) 2A)] < oo.

J  Ф(в^з| (2.6.24)



Diffusion Processes on Riemannian Manifolds without Boundary 105

Therefore,

p(eXpl ) < oo, Л > 0. (2.6.25)
(b) By (2.6.19), (2.6.22) and Kendall’s Ito formula [Kawabi (2005)] as 

in the proof of Lemma 2.6.2, we have

dp20(Xt) < 2V2Po(Xt)dbt + ( с г -  2^ Ро№)(1 + £) l'P0iXt>
rPoK̂ t)
/ Ф(з)сЬ 

Jo
s  d£

1 + V 2

for some constants e, C\ > 0, where X t and bt are in the proof of Lemma 
2.6.2. Let

Г  ds
<p(r) — / —7= / Ф(£И<, r  > 0. (2 .6 .2 6)

Jo V« Jo

We arrive at
d<p O pl(Xt) < 2V2Po(Xt)<p' O pl(Xt)dbt + dpl(Xt)ip" О pl{Xt)dt

+ lp<opl(Xt){C 1 -  

Prom (2.6.18) we see that

Po4>" °  Pi

2\/2p0(Xt)(l + e)
l  + y/2

Ф °  Po

f P o ( X t )

/ Ф (з^
Jo

s  Idt.

<
¥>' ° Pi fo°  $ (s)ds 2 ( fPo Ф (s)ds)2

which goes to zero as pa —> oo. Then there exists a constant C2 > C\ such 
that

aPo(Xt) \
Ф(в^в) dbt + C^dt

2 V2  (  rp°(Xt)
~ T W 2  Wo

This implies that for any Л > 0

2 V2 л fT ( rPo(-Xt)

Ф(в^в df.

< e'

m : u :
f T  . f P o ( X t )  .

^E exp  2V2 X J  Ф(s)dsjd6t

/  Г f T / fP°(x d \ 2 ' 
^ ^ E e x p  16Л2 у J  Ф(й^в^ dt

Eexp

< ffi2XT+\tpop2(

C-2 AT + \tp o p Q
1/2

Taking

Л = V2
8(1 + \/2) ’
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we arrive at

Eexp 1 Г  t  /‘po(Xt) \
* <s)ds)2(1 + v^)

<  e 2 C 2T + < p o p l ( x ) V 2 /S ( l+ V 2 )

d t
(2.6.27)

(c) Let 7 : [0,p(Xt ,Yt)\ —> M  be the minimal geodesic from X t to Yt. 
By (2.6.16) we have

(VV, Vp(-, Yt))(Xt) +  (VV, Vp(Xt) -))(Vt) 
rp(Xt,Yt) rp(Xt,Yt)

=  J Ressv ( js,js)ds < C 3 - J  Ф о Po(7s)ds (2 6 28)

< C 3
- /

<f>(s)ds.

To understand the last inequality, we assume, for instance, that p0(Xt ) > 
PoiXt) so that by the triangle inequality,

Р о Ы  > Po(Xt) -  s > p(Xt,Yt) /2 -  a, 8 € [0, p(Xt,Yt)/2}.
For the coupling constructed in the above subsection, one concludes 

from (2.6.28) and the proof of Lemma 2.6.3 that

d p(Xu Yt) < [2y /K (X u Y t) { d - \ )  + C4
r p ( x t , Y t ) / 2 (2.6.29)

Ф ($)(Ь-&  jd£, t < T

holds for some constant C4 > 0, where

K{XU Yt) := sup Ф о po < Ф(Po(Xt) + p(Xt, Yt)) 
Г([0 ,р (Х „У « )1 )

and i  is the minimal geodesic from X t to Yt. Combining this (2.6.19) and 
(2.6.29), we obtain

. r P o ( X t )  ^

dp(Xt,Yt) <  { C 4 +  2 6 j  4>{s)ds -  £t jdt,  t <  r.

So, taking

we arrive at

— C4 +  20
L

" № 4 W dS + d M ) ,

dp(XtXt) < t < t .

This implies r  < T  and hence X t  = Yt a.s.



Diffusion Processes on Riemannian Manifolds without Boundary 107

Combining (2.6.19) with (2.6.12) and (2.6.13) we conclude that for the 
present choice of there exist p, q, C$ > 1 such that

,, Г 1 r T  , r p o i X t )
(ЕЯр/(р-1))9 /9 1 < Eexp

2(1 +  \/2)2 Jo  ̂Jo

r1 , rPoK̂ t) ч :
l  Ц  4><s)ds) dt

+ C5T + C± p(x ,y ) '

Combining this with (2.6.27) and (2.6.10) we obtain

(Р т Н у ) Г  < (PTf p{x)) exp CT  +  ^p (x ,  y f  + C<po p20(x)

holds for some p, C  > 1, any positive /  £ С ь ( М )  and all x, у € M, T  > 0.
(d) For any positive /  £ С ь ( М )  with p ( fp) = 1, (2.6.30) implies that

(2.6.30)

(Рт П у)У [
J B(oB(o, 1)

exp - C T  -  ^p (x ,  y)2 -C ip  о  pl(x) p{dx) < 1.

Therefore, there exists a constant C  > 0 such that

(Рт П у)Г  < exp C'{ 1 + T) + ^P o(y)2 

Combining this with (2.6.25) we obtain

y e M , T >  0. (2.6.31)

IIРт\\р-нв> <  oo, T > 0, q > 1.

This is equivalent to the supercontactivity by the Riesz-Thorin interpola­
tion theorem and ||Pt||i_n =  1. Thus, the first assertion holds.

(e) To prove (2.6.21), it suffices to consider t £ (0,1] since ЦРНг-юо is 
decreasing in t > 0. So, below we assume that T  < 1. By (2.6.31) and the 
fact that ( Р г т / ) р <  P t { P t J ) p , we have

Н-РгтНр-юо < ||Рге2С'р°/ т ||ооес '(1+:г), T  > 0. (2.6.32)

So, by the Riesz-Thorin interpolation theorem and ||Pt||i->i = 1, for the 
ultracontractivity it suffices to show that

||PreAp°||oo < oo, Л, T  > 0. (2.6.33)

Since Ф is increasing, it is easy to check that
fy/r

p ( r )  :=  y/ r  /  Ф (в ^ 5 , r  >  0
Jo

is convex, and so is s .sr/(^fp-) for Л > 0. Thus, it follows from (2.6.23) 
and the Jensen inequality that

h\,x{t) := EeAp°(x*) < oo, X q =  x £ M, Л, t > 0



108 Analysis for Diffusion Processes on Riemannian Manifolds

and

-rrhx,x{t) < C +  C(A) -  Xhx,x{t)r]{\~1 log hx,x{t)), t > 0. dr
This implies (2.6.33) provided (2.6.20) holds. This can be done by consid­
ering the following two situations.

(1) Since hx<x(t) is decreasing provided AhXtX(t)r](X~1 log h \ tX(t)) > C+
C{A), if

А/гл,х(0)»?(А_1 loghx,x(0)) < 2C + 2C(X)
then

1
hx,x(t) <  sup{r >  1 : Xrq(X~1 logr) <  2C + 2C{A)} < -  (2C + 2C (X)) +  C"

Л
for some constant C" > 0.

(2) If Xh\tX(0)ri(X~1 log/iA,x(0)) > 2C+2C(A), then hx<x(t) is decreasing 
in t up to

fA :=  inf{t >  0 : A/iA,x (t)r?(A_1 log h x ,x ( t ) )  <  2C +  2 C (A )}.

Indeed,
d+ \
-rrhXtX(t) < - - h XtX(t)rj(A-1 loghx x(t)), t < tx . at 2

Thus,

/Jh
dr A

Лл,х(ТА4л) r r? (A -4 o g r ) -  2 л< л  '

This is equivalent to

Гг(А-1 log hXyX{T Л tx)) > \ { T  A tx).
Hence,

hx,x{T Л tx) < exp [АГ2Х(^(Т A £a))] ■
Since it is reduced to case (1) if T  > tx by regarding tx as the initial time, 
in conclusion we have

sup /iA,x(T) < max { exp [ART1 (T/2)], C" + \{2C  + 2C(A))|.

Therefore, (2.6.21) follows from (2.6.32), (2.6.24) with A = 2C'/T, and the 
Riesz interpolation theorem. □

Finally, we note that a simple example for conditions in Theorem 2.6.7 
to hold is

$(s) = Sp- \  Ф(5)=£52р
for p > 1 and small enough e > 0. In this case Pt is ultracontractive with 

||Р*||2-юо < exp[c(l + t-(P+1)/(P-1))], t > 0
for some c > 0.
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2.7 Curvature-dimension condition and applications

In this section we characterize semigroup properties by using the following 
curvature-dimension condition

\ b \ X f \ 2 -  <VL/, V /) > K\S7 f \ 2 + - ( L / ) 2, /  G (2.7.1)2 n
where К  G R and n >  d provide a curvature lower bound and a dimension 
upper bound of L respectively. When Z  =  0 this condition is equivalent 
to Ric > —K. In this case (2.7.1) holds for n = d. When Z ф 0, n is 
essentially larger than d. Indeed, (2.7.1) is equivalent to

Ric(X, X)  -  (Xx Z ,X )  > K\X\2 + X  G TM. (2.7.2)
n — d

In particular, when n = oo, (2.7.1) reduces to the curvature condition 
Ric z  > K.

When n < oo, the curvature-dimension condition (2.7.1) has been used 
in the study of the Sobolev inequality, the first eigenvalue and the diameter 
estimates, and Li-Yau type Harnack inequalities see e.g. [Bakry and Qian 
(1999, 2000); Li (2005); Saloff-Coste (1994)] and references within for appli­
cations of the curvature-dimension condition. The purpose of this section 
is to present inequalities of Pt for (2.7.1), and to establish the correspond­
ing transportation-cost inequalities. Results presented in this section are 
mainly due to [Wang (2011c)].

2.7.1 G r a d i e n t  a n d  H a r n a c k  i n e q u a l i t i e s

Correspondingly to Theorems 2.3.1 and 2.3.3 where a number of equivalent 
inequalities for the curvature lower bound are presented, the following result 
includes some equivalent inequalities for the curvature-dimension condition.

Theorem 2.7.1. Let К  E R and n > d be two constants. Then each of the 
following statements is equivalent to (2.7.1):

(1) |VPt/ | 2 < e -2KtPt |V /|2 -  |  f* e~2KsPs(Pt- sL f )2ds holds for all f  € 
C2(M ),t> 0 .

(2) |VP4/ | 2 < e_2/ftP f|V /|2 -  l = f e - ( P tL f )2 holds for all f  G
C%{M),t> 0.

(3) Ptf 2 -  (Pt/ ) 2 < ^ e _ ! ^ p tjv / | 2 -  +2Kt(Ptb f ) 2 holds for all
f e C 2(M ),t>  0.

(4) Ptf 2 -  (Ptf ) 2 > ^ ^ \ X P tf \ 2 + ^ Ktj ^ M (PtL f )2 holds for all f  G 
C%(M),t> 0.
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(5) e~KtPt \Vf\ > |VPt/ |  + ^  Jo e-K 'P .i^ f c t f ds holds for all f  e 
C§(M),t > 0.

(6) For any t > 0 and increasing ip € C1([0,i]) with <p(0) =  0 and ip'(0) = 
1, the log-Hamack inequality

Pipit) bg  f{y) < log Ptf(x)  + p(x,y)2 +
K n (<p'(s) — 1)'

4 /o e2* vWds 4 e*Kv M - ll
ds

holds for any positive function f  with inf /  > 0 and all x ,y  £ M.

Proof. By the Jensen inequality, (2) follows from (1) immediately. So, 
it suffices to show that (2.7.1) implies (1), (2) implies (3) and (4), each of
(3) and (4) implies (2.7.1), (5) is equivalent to (2.7.2), (2) implies (6), and
(6) implies (2.7.1). Below we prove these implications respectively.

(2.7.1) implies (1). By (2.7.1) and using the Kolmogorov equations 
(Theorem 2.1.3) we have

^ P s|VPt_s/ | 2 = Ps{ i|V P t_s/ | 2 -  2 ( V /W , VLPt_s/)}

> 2KPs|VPt_s/ | 2 + ^ P s(Pt_sL f )2, s € [0,4].

By the Gronwall lemma, this implies (1) immediately.

(2) im p lie s  (3) and (4). Obviously,

^ P s(Pt_s/ ) 2 = Ps{L(Pt- sf ) 2 -  2(Pt_s/)L P t_s/}  ?

= 2Ps|VPt_s/ | 2.
Next, according to (2) and noting that Ps(Pt_sL /)2 > (PtL f  )2, we have

1 _  p - 2 K ( t - s )
Ps|VPt_ j f  < e -2K(‘- 5)pt |V /|2 ---------— ------Ps(Pt-sL f )2,

p 2 K s  _  i

PS|VP4_ , / |2 > e2Ks|VPt/ | 2 + — -----(PtLf)2.Kn
Combining these with (2.7.3) and integrating w.r.t. ds over [0, t], we prove
(3) and (4).

(3) or (4) implies (2.7.1). For small t> 0 w e  have 

P tf2 = f 2 + t L f 2 +  ^ L 2/ 2 + o(t2),

(Ptf)2 — ( /  + tL f  + — T2/  + o(t2)j

= f 2 + t2(L f)2 + 2 t f L f  + t2 f L 2 f  +  о (t2).
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So,

P t f  ~ (P tf  )2 = 2f|V /|2 + t2{2(S7Lf, V/> + L |V /|2} + o(t2). (2.7.4)

On the other hand,
i  _  p - 2 K t

Pt |V /|2 = {21 -  2K t2 + o(t2)} • { |V /|2 + tL |V /|2 + o(i)}К
= 2f|V /|2 + 2f2{L |V /|2 -  K \V f\2} + o(f2). 

Moreover, it is easy to see that

-  l t 2(L f)2 + o(t2).

Combining these with (2.7.4), we see that (3) implies

2f2{ ^ L |V /|2 -  <VL/, V /) -  K \V f\2 -  + o(f2) > 0.

Therefore, (2.7.1) holds.
Next, it is easy to see that

e 2 K t  _  j

К
p2Kt _  I _

I vpt / |2 + -— ^ -----tfW)2
2t2

= {2t + 2Xt2 + o(f2)} • |V / + fV L/ + o(f)|2 + —  (L fY  + о(t2)

= 2<|V/|2 + 2t2{2(V/, VL/) + + iV|V/|2} + o(f2).

Combining this with (2.7.4) and (4) we prove (2.7.1).

(5) is equivalent to  (2.7.2). Using y/\S7Pt- sf \ 2 + £ to replace |VPt_a/ |  
and letting e -> 0, in the following calculations we may assume that 
|VPt_s/ |  is positive and smooth, so that

- P s|VPt_s/ |  =  P jL |V P t_a/ |
(VLPt_s/.

I VP,
y P t - s f ) \
- s f \  J

iL |V Pt_s/ | 2 -  (VLPt_s/, VPt- sf)  -  |V|VPt- , / | | 2 
|VPt_s/ | }■

(2.7.5)

Since
1L |V /|2 - (V L /,V /)

= R ic(V /,V /) -  (Vv f z,  V f)  + IlHess/ll^s, 

V / • 2
(2.7.6)

|V |W I|2 = H e . , ^ , . ) < ||Hess/||^s,
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it follows from (2.7.2) and (2.7.5) that

-^ P s|VPt_s/ |  > K P 3\V P ts f \  + — ,Ps-Z£ w zsff  ■ ds n - d  |VPt_e/ |
This implies (5).

On the other hand, since when t = 0 the equality in (5) holds, one may 
take derivatives at t =  0 for both sides of (5) to derive at points such that 
]V/| > 0

- iC V /l +  n v / l > (VLf - V /> + { Z y l ) 2

Thus,
I V /| ( n - d ) |V / r

Ц V /l2 -  (VL/, V /) > K\ v /12 + {z ' v /)2n — d
Combining this with (2.7.6) we obtain 

R ic (V /,V /) - (V v / Z,V 

which is equivalent to (2.7.2).

Ric(V/, V /) -  <VV/Z, V /) > K \V f\2 + {Zn VfJ  , /  € C°°(M),

(2) implies (6). By the monotone class theorem, we may assume that 
/  E C2(M) which is constant outside a compact set. Let 7 : [0,1] —> M  be 
the minimal geodesic from x to y, and let

Jo* e2K(/,(r)dr
h(s) s € [0,t].

f 0 e2̂ ( r)dr
By (2) and using the Kolmogorov equations we obtain

^ pv(s) logPt-sfbh(s))

= •Pv.(s){¥3'(s)i l og-Pt-s/  -  Ljb*~Sf }bh{s))

+ ti{s)(ih{s),S7Pv(s) log Pt- s /(7/i(s)))
< ^ w { ( ^ ( s) “  l )L log pt - s f  ~  |VlogPt_s/ | 2}(7h(s))

+  {l^(s) |p(®, 3/)} I V ^ (e) log Pt-sf\bh(s))

< |lv>'(s) “  !| ‘ \Pv(s)LlogPt-s f\ ----------- -------------{Pv(s)L\ogP! - s / ) 2 | (7 / i (s))

+ {/,(*, y ) h ' ( s ) \ logPt_s/ |  -  e2i^ «  I VPW>) log Pt_ j f }(7о д )

^  e- 2 p(x,y)2h'(s)2 Kn(ip'(s) — l)2 
-  4  +  4 ( e2* > ( s ) _  1 ) '

This completes the proof by integrating w.r.t. ds over [0, t].
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(6) implies (2.7.1). For fixed x £ M  and strictly positive /  € 
which is constant outside a compact set. Let

ip(s) = s + 2Lf'lo^ ^ s2, 75 =  expx[—2sVlog/(ж)], s > 0.

According to (6), for small t > 0 we have

(log f)(x) < log P tfb t)  + 1
Jo e )ds (2.7.7)

K n  (r'(s) -  l )2
4 J0 e2̂ W - l

Since (fi(t)2 = t 2 + o(i2), we have

P^(t)(logf)(x) = |  log/  + v ( t)L log/  + ^ y - L 2lo g /j(z )  + o (t2)

= log f(x) + ip(t)L log f(x) + о (t2)
t2 f L2f  (L f  )2 2(V L/,V /) AjV/12

+ 2 \  f  p  p  p
4 |V /|2L / _ 6|V/[4 8Hessf(V/, V / ) )

+  f 3  f 4  +  f 3  j W -

On the other hand,

logPtfbt) = logf(x) +t{~~ ~ } ( ж)/ P
+  *2 d / £Pt/ ( 7t) -  2 ^  V log f(x), V P t fb t ) '

2 dt V Ptfbt)
+ o(t2)

t=о
log/(a;) +  t{L log / -  |V lo g /|2}(:r) +o(f2)

^  (L 2/  (L /)2 4 (V £/,V /) | 4[V/12L /
2 l  / P P P

8 |V /|4 8Hes S/(V /,V /)
/ 4 / 3

Finally, since it is easy to see that

Kn rt

}(x).

l im  i.Ot-»o 4t2 Jo
^ L D L d s = ^ ( L l o g f ) 2(x),

we have
Kn
~ T f e ^ l )  ds =  \ t2{Ll0g/)2(X) +  0(*2)’

(2.7.9)

(2.7.10)
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Substituting (2.7.8), (2.7.9) and (2.7.10) into (2.7.7), and noting that

(<p(t) -  t)L(log f)(x) = ~ ( L  log /)2 (ж),

we arrive at

т 1 -
/* e2ifv(s)ds

|V log / | 2(ж) + (L\ogf)2(x)

^ 1 /L |V / |2 -2 (V L /,V /)  2 |V /|4\  . nm
~ 2 \ ------------T2------------------- j ^ ) ( x ) + o ( l ) .

Letting t —> 0 and multiplying both sides by / 2, we obtain

K m 4 x ) + ( i L z . m

< ( | i |V / |=  -  (V L f .V f )  -  'Vp - ) w -  

Replacing /  by /  + m  and letting m  —» oo, this implies that

K \V f\2(x) + {ЬЛУ ] < h \ V f \ 2(x) -  (VL/, V/)(x).

Therefore, (2.7.1) holds.

In particular, when К  = 0 Corollary 2.7.3 below includes six more equiv­
alent inequalities for (2.7.1), where (l)-(3) are due to [Bakry and Ledoux 
(2006)], (4)-(5) go back to [Bakry et al (2011)], and (6) is taken from 
[Qian, B. (2013)]. To formulate and prove this result, we first introduce the 
Hamilton-Jacob semigroup Q( generated by 11V-j2, i.e. for any /  e Cl(M), 
Qt f  solves the equation

= ~ ^ |V Q (/|2, Qo/  = /■ (2.7.11)

Using the Hopf-Lax formula we have

Q tf(x )=  inf {/(у) + У У - } ,  t > 0 , x e M J  еВь(М). (2.7.12) уем zt

Lemma 2.7.2. For any f  £ C2(M), there exists a constant c > 0 such 
that

Qt(£/ ) - £/ + ^ | V / | 2 < ct2e3, e,t > 0.
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Proof. It suffices to prove for e, t > 0. By (2.7.12), for any z £ M  there 
exists у £ M  such that

Q t(ef){z) = ef(y) + —

Then

P(z,y)1 2 < 2t{ef(z) -  ef{y)) < 4fe||/||oo- 
So, by the Taylor expansion,

Q t(ef)(Z) = ef(y) + ^ £

> ef(z) + ep(z,y)(Vf(z),Vp(y,-)(z)) -  |p (x ,y )2||Hess/ ||00 +

> e f ( z ) - £̂ \ V f \ 2( z ) - c t 2e3

holds for some constant c > 0 and all z £ M ,e ,t > 0.
On the other hand, taking у = exp[—eiVf(z)], we obtain from (2.7.12) 

that

Qt{ef)(z) < ef(exp[-etVf(z)}) + ^ | V / | 2 5(z)

< ef(z) -  ~  | V / |2(z) + ct2e3, z £ M ,e ,t>  0 

for some constant c > 0. Therefore, the proof is completed. □

Corollary 2.7.3. For anyn > d, each of the following inequalities is equiv­
alent to (2.7.1) with К  = 0:

(1) (Ptf)L(logPtf )  > Pt( f  log f ) ( l  + — LlogPtf^J holds for all strictly 
positive f  £ Съ°(М) and t > 0.

(2) tLPtf - ^ ( P tf)\og ( l  + ~ L \o g P tf )  < P t( f \o g f ) - ( P tf)logPtf  holds 
for all strictly positive f  £ C£°(M) and t > 0.

(3) Pt( f  log f )  -  (Pt f )  log Ptf  < tLPtf + ^ ( P tf )  log ( l  -  2tPt„ p j g f ) )
holds for all strictly positive f  £ C^°(M) and t > 0.

(4) For any q\ > q2 > 0 and t \ , t 2 > 0 such that t := 2(t\qi —t2<?2) > 0,

(Ptle9lQt/)n  < (Ptaega/) ” *i” *2 3?r( 2^ 1f~ g2^) '
(5) For any о £ M ,t \ , t2 > 0 and positive f  £ Вь(М) with Ptlf(o) = 1,

Щ (fP t i (o, •)> Pt2(o, -))2 < 4 fi|P tj ( / log f)(o) +  !  “  1 “  loS }•

n(9l ~92) 29192 , /  £ Bb{M).
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(6) For any о 6  M, t i , t 2 > 0 and strictly positive f  G C^°(M) with 
Ptf(o) = 1,

W£ (fPtl (o, •)) Pt2 (°»0)2 

< 4 t1{i1PtlL / + | ( P tl/ ) l o g ( l - 2*iPtl fLlog f \ 
nPtJ  )

Proof, (a) Each of (1), (2), (3) implies (2.7.1) for К  = 0. For any
/  G Cq°(M), applying (1), (2) and (3) for 1 + e f  in place of / ,  and letting 
e —» 0, we obtain, respectively,

|VPt/ | 2 < Pt |V /|2 -  - ( L P t/ ) 2;n

(Pt/ 2) -  (Pt/ ) 2 > 2*|VPi/|2 + —  (LPt/ ) 2;n

P tf2 -  (Ptf)2 < 2*Pt |V /|2 -  —  (LPt/ ) 2.n
According to Theorem 2.7.1, each of these inequalities implies (2.7.1) for
A =  0.

(b) (2.7.1) w ith К  = 0 implies (1), (2), (3). It suffice to prove for 
/  being constant outside a compact set. Set

Ф{а) = Ps{(Pt- s/)|V logP t_s/ | 2}, * G [0,*].

By (2.7.1) for К  = 0, and using the Schwarz inequality, we obtain

Ф\>) = 2Ps{(Pt_s/)(^ L |V lo g P t_s/ | 2 -  (VlogPt_s/,V L logP t_s/ ) ) }

> - P s{(Pt- s/)(L logPt_s/ ) 2} n

Л Р, { '  ( а д _ М ) ! )
n lP t_ ,/V  P t-s f  > j

>
2{Ps (£Pt_ , / - g f e f ) } 2

nPtf

(ф(з) -  LPtf)2, s G [0, *].
nPtf

Thus,
d / 2s

+d s \n P tf  4>(s) — LPtf )  < 0 ,  s  G [0, t]. (2 .7 .13 )
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In particular,
2 * ^ 1  1 1 1 

n P J  ~ 0(0) -  LPtf  0(f) -  LPtf  ~  P t ( fL log/) ~ (Ptf)LlogPtf  
This implies the inequality in (1).

Moreover, it follows from (2.7.13) that
1 2s ^  1 ^ 2  ( t - s )  1

0(0) -  LPtf  nPtf  ~ ф(8) -  LPtf  ~ nPtf  + 0(f) -  LPtf  ’ S €
Thus, letting a =  p p j ,  we have, for all s € [0,t],

{ф(0) -  LPtf ) - 1 -  as ~  ^  ~ LPtf ~ a{t -  s) + -  LPtf ) ~ 1'
Integrating w.r.t. ds over [0, t] and noting that

/ 0(s)ds = Pt(/log / )  -  (Ptf)  log Ptf,

we prove the inequalities in (2) and (3).
(c) (3) implies (4). Let a = 2(tl~t2) and for s € [0,£],

s  +  2f2<72 nr (as +  2 t 2 ) ( s  +Q(s) . „. ,
OiS -f- 2^2

It is easy to see that

e(s)
2 (s + 2t2qf) A(s)

1 — aq(s)

(Oq)'(s) — {e\q')(s) =  9' ( e ) > 0, A(s) > 0, s 6 [0,t], (2.7.14)

Let

Ф(з) = (Pe(s)e9(5)Qs/) ^ ,  s 6 [0,f],
By (2.7.11) we obtain 

q(s)2

+ q(s)2( Y  -  ^ 7 ) W ^ w ( e 9(s)Qs/|VQs/ | 2)},

where, according to (3) and A(s) > 0,

I(s) := Pe(s)(e4{s)Q°f loge9(s)Qa/)
-{Pe(s)eq{s)Qsf)logPe{s)e ^ ^ f  

< e(*)q(s)( 1 -  4s))Pe(s){eq{s)Q’f LQsf)  
+ e(s)q(s)2Peis)( e ^ ‘f \ \ /Qsf \ 2)

TL
+ - ( A - l - l o g A  )(s)P0(s)e ^ / .

(2.7.15)

(2.7.16)
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Substituting (2.7.16) into (2.7.15) and using (2.7.14), we arrive at

Ф ' ( « )  <  2, ( Л  ~  1  - l o g A ) ( s ) W ( s ) ,  s  6  [0,t\.

Therefore,

Ф(£) < Ф(0) exp
n Г4 a[_

.2 Jo <?(
-^ ^ (A (s) -  1 -logA(s))df 
q { s y

This is equivalent to the inequality in (4) since according to the definition 
of functions Ф, в, q and A, we have

I  -Url(A(s) -  1 -  logA(s))ds = [  ( - - )  (s)(A(s) -  1 -  logA(s))ds 
Jo g i s ) 2 ' Jo 4 qJ
_ A(0) — 1 — log A(0) _ A(t) -  1 -logA(t)

a
q{ o) q(t)

a , (1 -  aqi) 42 ,
-  l o g ------------------------------—  +

/
a 2q ' ( s )

(1 - a q { s ) )
r d s

crt
1 -  aq2 1 -  aqi (l -  aq\)«  2t2(l -  aq2)

= log
(1 -  aqi)«

41-42
(1 - a q 2) ^  = log Г*Г ( 2(qi - 9 2 ) ^

2
t

9192 1

(d) (3) and (4) imply (5) and (6). Since (6) follows immediately 
from (3) and (5), it suffices to prove (5). Applying (4) to qi =  2*22̂ +1 and 
letting q2 -> 0, we obtain

Ptle * Ql/ < exp [±-P taf  +  I  ( |  -  1 -  log | ) ] .

Combining this with the Young inequality (see Lemma 2.4 in [Arnaudon 
et al (2009)] or [Stroock (2000)]), for any positive function g with Ptlg(o) = 
1 we have

1 -(PtA9Qif)(o) -  PtJ(o))
2ti

< Ptl{glogg){o) + logP(le2*iQ l/(o) -  -^-PtJ{o)
1

2U

< Ptx(glogg)(o) + | ( ^  -  l - l ° g | ) .

This implies (5) by Proposition 1.3.1 and (2.7.12).
(e) Each of (5) and (6) implies (2.7.1) for К  = 0. According to 

Theorem 2.7.1 for К  = 0, it suffices to prove that for any t > 0, о G M  and 
/  G Cb(M) with Ptf(o) = 0,

2 t2(PtL f ) 2(o)
Pt f2(o) < 2tPt \Vf\2(o) -

n
(2.7.17)
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Let f s — 1 +  с/ , ti =  t, t2 =  (1 + ae)t, where a 6 R is to be determined. 
Then, for small £ > 0 we have f e > 0, Ptf £{o) = 1, and by Proposition 1.3.1 
and (2.7.12)

\ w $ ( f ePt (o, -),P{1+a£)t(o, -))2 > Pt{feQi(4etf)}(o) -  P{1+„ )t(4etf)(o). 

Combining this with Lemma 2.7.2, we obtain 

W£(fePt(o,-),Pil+ae)t(o, -))2

> 2Pt { ( l+ s f ) (4 e t f  -  4£2t2|V /|2)}(o)
-  8e2t2aPtLf(o) +  o(e2) (2.7.18)

= 8e2tPtf 2(o) -  8e2t2Pt \Vf\2(o)
+ 8e2t2aPtLf{o) + o{e2).

Combining this with (5) for f £ in place of / ,  we arrive at 

Ptf2(o) < tPt \S7f\2(o) + atPtLf{o)

+ i1̂  loS fe)(°) + -  los ( l + ea))}

=  tPt \Vf\2(o) + atPtLf(o ) + \ p tf 2(o) +

Taking a =  _ 2tP^ /(o) , we prove (2.7.17). Similarly, (2.7.17) follows by 
combining (2.7.18) with (6) for f e in place of / ,  and noting that Ptf £(o) =
L □

Next, we consider applications of the above equivalent inequalities. We 
first present some consequences of Theorem 2.7.1(6) for heat kernel bounds. 
According to Li-Yau’s Harnack inequality [Li and Yau (1986); Bakry and 
Qian (1999)], if (2.7.1) holds then Pt can be dominated by Pt+S for s, t > 0. 
A nice point of (6) is that we are also able to dominate Pt+S by Pt with 
help of the logarithmic function. With concrete choices of <p we have the 
following explicit log-Harnack inequalities.

Corollary 2.7.4. If (2.7.1) holds, then for any s > 0, t > 0,

и 1 ft \ ^  1 to t / \ i K{t + 2s)p(x,y)2 nKs 2Pt+s\ogf(y) < logPtf ( x '  | |  '

and

Pt log f(y) < log Pt+Sf(x)  + -

2 t ( e 2K ( t + s )  _  2t(eKt -  1) ’

Kp(x,y )2 Kns
r +  -

2(e2Kt -  1) + 4Kse2Kt ' 4(e2Kt -  1) 
hold for x. у £ M and bounded measurable function f  with inf /  > 0.

(2.7.19)

(2.7.20)
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Proof. Let to e  (0, t). Taking
, . t t + 2s ( t \  + r ,

4>(r) = rA  2 + — j— {r ~ 2 ) ’

we have
e2JfV(r)dr = e* * -l  

2 К

t (e 2K(t+s) _  e K t j

2 K(t  + 2s)
^ t{e2if(‘+s) -  1) 
“  2K(t + 2s)

and

К W(r)  -  l )2 , _  ^ s 2 f* ___________ dr___________
e 2 K V { r ) _ l  t 2 J t / 2  e x p [ 2 K (t+ 2 S) (r  _ L )  +  K t ] - 1

2 K s 2

~ t(eKt — 1)
Thus, (2.7.19) follows from Theorem 2.7.1(6).

Next, applying Theorem 2.7.1(6) to t + s in place of t and taking <p(r) = 
r At,  we prove (2.7.20). П

According to Proposition 1.4.4, for any t > 0, s > 0 and x,y  € M, 
(2.7.19) and (2.7.20) are equivalent to the following heat kernel inequalities 
(2.7.21) and (2.7.22) respectively, where v is a measure equivalent to dx 
and p” is the heat kernel of Pt w.r.t. v.

IJ м
Pt+a(y,z)

f t« (5' 2)log 1/(1lz)
< K(t + 2s)p(x,y)2 + nKs 2

2t(e2K(t+s) -  1) 2t(i ,Kt 1) ’

(2.7.21)

L p‘ {y’ z ) l o s K ^ ) u{dz

< Kp(x,y )2 К  ns
2 (e2Kt -  l) + dKse2Kt 4{e2K t - l ) '

(2.7.22)

2.7.2 H W I  inequalities

In this subsection we aim to establish the HWI inequality using the 
curvature-dimension condition, which corresponds to Theorem 2.4.1(3) us­
ing the curvature condition. Again let Z = V P such that p(dx) := ev(:,:>dx 
is a probability measure. Let V(M)  be the set of all probability measures 
on M  and C(pb /i2) is the set of all couplings for /q and p2-



Diffusion Processes on Riemannian Manifolds without Boundary 121

C o ro lla ry  2.7.5. Let Z = W  such that p(dx) := ev ^ d x  is a probability 
measure. If {2.7.1) holds, then for any f  £ C1(M) with p ( / 2) =  1,

M /2b g / 2) < r/i( |V /|2) + Vn(l -  A>)
4i/r ( w f ( / W ) T ” J

+
2r ( w 2p(f 2p,p)

(2.7.23)

/or r € (0, oo) П ^0, , where K + := max{0, K}. Consequently,

К .
M /2i° g /2) < 2^ ( / v , r i v M - ^ 2p( / 2M )

2 \/  ̂ ( |V /|2) — KW 2 ( f 2p, p)
(2.7.24)

( s ] w Z ( P p , p ) - /n
2 ^ ( | V / | 2)i/4 j

Proof. Applying (2.7.20) for Ptf 2 +e in place of /  and letting £ —> 0, we 
obtain, for all s > 0,

(Л log« Л М  < log W M  + + i o f e j -

Let П £ C(f2p, p) be the optimal coupling for W2 ( f 2p, p), integrating both 
sides w.r.t. П and noting that due to the Jensen inequality and p ( f2) = 1 
it follows that p(\ogP2t+sP )  < 0, we arrive at

p((Ptf2) log Ptf 2) < W 2K
+ К  ns (2.7.25)2(e2Kt _ i) + 4se2KtK  4(e2Kt -  1) ’

where and in the remainder of the proof, W2 stands for W f(p p ,  p) for sim­
plicity. On the other hand, according to Theorem 2.3.1(3), (2.7.1) implies

1 — e~2KtP t ( r i o g f 2) < ( P tf 2)\ogPtf 2 К -Pt\Vf\

Integrating both sides w.r.t. p and using (2.7.25) we obtain

1 -2 Kt
-M |V /|2) +

W fK К  nsp ( f2 log f 2) < „ ,
U ~ К  J ' '  2(e2Kt -  1) + 4se2KtK  4{e2Kt -  1)'

Letting r = (1 - e ~ 2Kt) /K  which runs over all (0, -^p) as t varies in (0, oo), 
and using rs to replace s, we get

M /2l°g f )  <rp{\Vf\2)+ { l -K r
W 2 ns

2(1 + 2s)r + - }■ o < r < s > 0.
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Taking
1 f2W2

rn
- 1 ( ‘

s ~  2 C;

we prove (2.7.23). To prove (2.7.24), let 

«5 =  M I V / I 2),  r
W2

2у/б'
Since according to Theorems 2.4.1(1) and Theorem 2.5.4 for constant Ф,

^ V ' C f W )2 <M (/2io g /2) < ^ M ( |V / |2),

so that r < Thus, (2.7.23) applies to this specific r. Therefore, (2.7.24) 
follows by noting that

(1 -  K r ) W 2 ( w 2 - ^ yrS
2 r

(1 - K r ) W 2  (1 - K r ) W 2 f 
- 6 r +  2  r  2 r  \

4 sfr

W2

+

= Sr +

y/n(l -  Kr) 
4 yjr 

1 K>

( w 2
rn \  + 
2 ~ )

\ 2r 2 )
w i - 1 - K r

= \ W2^ - ^ W l

2 r
2V 6 -  KW 2

K f y
w 2 - - ^ — )+

2 2y/2&V*) □
By Theorem 2.4.1(3), Ric -  Hessy > К  (i.e. (2.7.1) for n = oo) implies

M /2b g / 2) < -  | ^ ( / W )2

for all /  e Cl (M) with /r(/2) = 1. According to (2.7.24), the dimension n 
contributes to a negative term in the right-hand side since 2у//i( |V /|2) > 
KW%( /2/x, p) as explained in the proof of (2.7.24).

Next, we introduce a Sobolev-type HWI inequality derived in [Wang 
(2008b)] using (2.7.1).

Theorem  2.7.6. If (2.7.1) holds for some К  < 0 and n > 0, then for any
6 > 0, M /2) = 1 ,

M /2b g / 2) < ^ \ o g ( l + 6fi(\Vf\2)) + C ^ n , K ) W 2( f 2ff,p), (2.7.26)
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where
C(6, n ,K):=  inf \ - R e^ R/r + ^ r V ^ K

R ,r > О l  0 2

+ ± { l  + ^ K R f - ^ n K }

Proof. Let /  be a fixed smooth function with p ( f2) =  1. By the Li-Yau 
Harnack inequality (see Theorem 10 in [Bakry and Qian (1999)]),

°t/ 2( * ) < [ i W 2M ]( 1 +  | )
5\ n/2

exp (,p + yJ—nK  s)2
4s

+ ^ V - n K min |  (\/2 -  l)p, n lf j

for all s, t > 0, where p := p(x, y) is the Riemannian distance between x 
and y. Thus,

(Pt log Ptf 2)(x) < log P2tf 2(x)

< logp 2t+sf 2{y) + ^  log ( l  + —'J + (p + \ J -n K  s)2
4s

H----- ---- mm {(V2 - 1  )p, s-V ^ k }.
Let П € C(f2 p, p) such that W 2 := W2( f 2p ,p )2 = П (p2). The existence 
of the optimal coupling is ensured by Proposition 1.3.2. Integrating both 
sides of the above inequality w.r.t. П and applying the symmetry of Pt, we 
arrive at

p((Ptf 2) log P t f2) = p{ f 2Pt log Ptf 2)

< pilog P2t+Sf 2) + |  log ( l  + (2.7.27)

(W2 + \ /—nK  s)2 —nK
+ --------- 1----------- + —r-e .4s 4

Since by Jensen’s inequality p(log Pit+sf2) < log p(P2t+sf 2) = 0, combin­
ing (2.7.27) with the following semigroup log-Sobolev inequality (Theorem 
2.3.1(3))

^ ( / 2lo g /2)<
2(1 a- 2  K t

we obtain

M /2lo g /2) <
2(1

К

b-2Kt^
К

f ,e|V/|2 + ( r , / 2)lo6 P1/ 2,

M |V /|2) + | l o g ( l  + i )

(W2 + y/—nK  s)2 —nK  
+ 1 ---------— + —— s.

(2.7.28)

4s 4



124 Analysis for Diffusion Processes on Riemannian Manifolds

Set s = RW2 and ji =  <5/x(|V/|2) + r \ J -K W 2, where R,r  > 0 are to be21
determined. We have

M iv / |2) <
s _  RW2 

2 6t ~  2 St and t <
R

2r V ^ K W 2 2 r s f ^ K '
Thus,

2(1 *K  ^ ^ (IV/l2) < 4te-2KV (|V /|2) < -6 RW2e ^ R/ \  

log(l + s/2t) = log(l + 6ff(\Vf\2) +  r V - K W 2)
< log(l + <5/i(|V/|2)) + ry/—K W 2. 

Combining these with (2.7.28) we obtain

+
- n K R } ^ 2 + ^ log(l +  «5/x(|V/|2)) (2.7.29)

n .
=: F(R,r)W2 + — log(l + <5/x(lV/|2)).

To drop the exponential term of \J —K  and to make e^~K R/r equal to 1 as 
it should be when К  = 0, we take r = {y/—K  + un~1^2)R, where и > 0 is 
to be determined, so that

F{R, r) = _ n K +  ™ ^ Z ^
.0 z

=: H(R, и), R, и > 0.
+ TR +

Minimizing H(R,u ) in R, и > 0 we arrive at

inf F(R, r) < inf J - e ^ K / i ^ K + u n - ^ )  _  n R  +  “ y z ^  + I  
R , r > 0  v ' -  «>о V <5 2 2

Since eFIIK/(VzrK+un 1/2) < i _)_ it follows that

inf F(R,r)  < inf + (n/2 + 2/{5u))y/—n K  — riff + - y / —nK
R ,r > о v ' ~ u>o V <5 v y 2

= ^  + 2 ^ К / 6 - п К + ^ ^ П <  +

Hence, the proof is completed by (2.7.29). □

Finally, corresponding to Theorem 2.3.3(2), we consider the transporta­
tion inequality of Pt deduced from (2.7.1).
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Proposition 2.7.7. Assume that (2.7.1) holds and let

p{x,y) = <
фК/{п~1) 

p{x i V)i

sir

■ sinh P(x , y ) V ~ K / ( n — i)

if К  > 0, 

if К  = 0, 
, if К  < 0.y /-K /(n -1)'

Then for any p £ [1, oo),

wgimPuHiPt) < e - Ktwp(ff1 ,p2), t> o ,/xb /i2 €P(M ). (2.7.30)

If  К  > 0 then

W f  (pjPt.j^Pt) < exp
n il

„ - Л
/or all t > 0, Ri ,P2 £ V(M), and hence,

nKt  1

(2.7.31)

llVPt/IU < тгехр n — 1
IIV/lloo, t > 0 , f e C l ( M ) .  (2.7.32)

Proof. Since the assertion for A' =  0 follows from that for К  > Q by 
letting К  0, below we only prove the desired inequality for К < 0 and 
К  > 0 respectively.

(a) Proof of (2.7.31). Let К  > 0. Take П e C(p i,p,2) such that 
Wf(p  1,/хг) =  П(р). and let {Xq, Yq) be an M  x M-valued random vari­
able with distribution П. Let (X t,Yt) be the coupling by reflection of the 
L-diffusion process with initial data (Xo,To)- We have (see Theorem 2.3.2 
for U = 0)

dp(Xt,Yt) < 2V2dbt + Iz {Xt,Yt)dt (2.7.33)

for a one-dimensional Brownian motion and

l z (x, у) := I(x, у) + (Z, Vp(; y))(x) + (Z, Vp{x, •))(»), (2.7.34)

where letting 7 : [0, p(x, y)) —1 M be the minimal geodesic from x to у and 
{Ji}iZ1 the Jacobi fields along 7  such that at points x, у they together with 
7 consist of an orthonormal basis of the tangent space, we have

d~1 rp(x,y)
I(x,y)  = V  /  (|V^ | 2 -  (7г(7 , Ji)7 , Ji))5ds,

i=i •'o
where TZ is the curvature tensor on M .

To calculate I(x,y),  let us fix points x ф у and simply denote p — 
p(x, y). Let be constant vector fields along 7 such that {7 , 11г :
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1 < i  <  d  — l } i s a n  orthonormal basis. By the index lemma, for any 
/  G С Ч М )  with /(0) =  f(p) ~  1, we have

I ( x , y )  < E  Г  (lV7 /^ |2 -  f 2 { 4 U u ^ , U i ) ) d s
i=lJ°

= [  { ( d -  l)/ '(s )2 - / ( s ) 2Ric(7 ,7 )s}ds.
Jo

On the other hand, since /(0) = f(p) = 1,

(Z,Vp(-,y))(x) + {Z,Vp(x,-)){y) = j  ^ { / ( s ) 2(7 ,Z o 7)5}ds

=  [  { ^ ( f f ' ) { s ) ( i , Z ° ' y ) s + /(s )2(V ^Zo7 ,7 )s}ds 
Jo

(2.7.35)

< - a

f{s)2( j , Z  о 7)2
+  (n -  d ) f ( s )2 + f(s)2(V^Z о 7 ,7)s ^ds.

, (2.7.34) and (2.7.2), we

I z { x , y ) < [  [ ( n - l ) / ' ( s )2 -  K f( s ) 2]ds. (2.7.36)
Jo

n — d v " ' J ' 7

Combining this with (2.7.35), (2.7.34) and (2.7.2), we obtain

_______ ____________________ )2]ds.
Jo

Taking
/(s) = tan {^ y /K / (n  -  l ) j  sin (^/K/[n  -  1) + cos [y jK/(n -  1) s'j

for s e [0, p], we obtain

Iz{x,y) < - 2 y/K(n -  1) tan V K /{n -  1))- (2.7.37)

Therefore, it follows from (2.7.33) and the Ito formula that
nKdp{Xu Yt) < dMt ------- -p(Xt,Yt)dt

n — 1
holds for some martingale Mt. Thus,

nK
W ^ p 1Pu p2Pt) < Ep(Xu Yt) < exp

nKexp -t

n -  1*1

И?(м ь й ) .

Ep(X0,To)

n — 1 .
(b) Proof of (2.7.32). Taking pi — 6x,p 2 — dy and noting that (see 

[Bakry and Ledoux (1996b); Kuwada (2013)]) p^/—K/(n  - 1) < 7Г, we 
obtain from (2.7.31) that

1/ ( 0 - / ( O lIP t f { x )  -  P t f ( y )  | < sup inf 7г(р')
x'фу’ Pi.X 1 У ) H£C(5xPt>8yPt)

< A V f \ \aoW f( 6xPt , 6vPt) 
n K t '

< 7r||V/||oo exp n — 1 . (x,y).
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This implies

|VPt/(a;)| =  limsup \Ptf(x) -  Ptf(y)\
y - t x  p { x i y )

<  7 r e x p
nKt
n — 1 - IIV/llc

(c) Proof of (2.7.30). When К  < 0, we take 

f(s) =cosh ( £ y / - K / ( n  -  1)) sinh ^ y / - K / ( n  -  1) s') 

1 — cosh (py/—K/(n  — 1))
+ sinh (sy/—K/(n  -  1)), s € [0, p\.

sinh(py / -K / (n  -  1))
It follows from (2.7.36) that

Iz{x,y)  < 2y / - K { n -  1)tanh [ - ~ У̂ - К / ( п  -  1)).

Combining this with (2.7.37), we obtain

2y / -K (n  -  1) tanh if К  < 0;

2yjK{n -  1) tan if К  > 0.

Now, let (X0, ho) have distribution П such that П(рр) = W p(p\, p2)p. Using 
the coupling by parallel displacement rather than by reflection, we have

Iz(x,y) (2.7.38)

dp(Xt,Yt) < Iz (Xu Yt)dt.

Combining this with (2.7.38) we conclude that

d p(Xt ,Yt) < e ~ Ktp(Xt,Yt).

Therefore,

W £{niPt,H2Pt) <  ( E p (X u Yty ) 1/p
< e~Kt(Ep(X0,Y0)p)1/p = e~KtW p(pi,p,2).

2.8 Intrinsic ultracontractivity on non-compact manifolds

When p is finite, Theorem 2.4.2(1) provides a criterion for the ultracon­
tractivity of Pt. In this section we consider L  :=  Д +  VU for infinite 
p(dx) := e'UUda;. In this case, an important property of Pt is the intrinsic 
ultracontractivity.

Definition 2.8.1. Let (E, P , p) be a cr-finite measure space, and (L, V{L)) 
a negative self-adjoint operator generating a (sub-)Markov semigroup Pt := 
etL on L2(p).
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(1) If Ao(—L) := inf cr(—L) is a simple eigenvalue with positive unit eigen­
function <po, where cr(—L) is the spectrum of — L, we call po the ground 
state of L.

(2) If L has a ground state po > 0 and the Markov semigroup Pf°  :=
1eAotPt ((/50-) is ultracontractive with respect to the probability mea­

sure nV0 := yin,  i.e. ||Pf° ||l i( ^ 0)-^°°OW  < 00 for a11 1 > ° ’ then 
the semigroup Pt is called intrinsically ultracontractive.

Obviously, if Pt is intrinsically ultracontractive, then it has a heat kernel 
Pt(x,y)  w.r.t. p  satisfying

Pt{x,y) < e XottPo(x)ipo(y)\\Pt’0\\L1(fi^0)->L'x>{fî 0), t > 0, x, у e E.

The intrinsic ultracontractivity has been well studied in the framework 
of Dirichlet heat semigroups on (in particular, bounded) domains in Wl. 
For instance, the Dirichlet heat semigroup on a bounded Holder domain of 
order 0 is intrinsically ultracontractive (see [Ciprina (1994); Chen and Song 
(2000)]). See the recent work [Ouhabaz and Wang (2007)] and references 
within for sharp estimates on ||/*Ро||.£(1(д ), and [Kim and Song
(2009)] and references within for the study of the intrinsic ultracontractivity 
of Levy (in particular, stable) processes on domains.

On the  o ther hand, however, when a non-compact Riemannian man­
ifold with infinite volume is concerned, these results are no longer valid 
due to the lack of global intrinsic functional inequalities and characteri­
zation of the ground state. This section is taken from [Wang (2010c)], 
where sufficient curvature conditions were derived for the intrinsic ultra­
contractivity on non-compact complete manifolds. In order to study the 
intrinsic ultracontractivity of Pt, we make use of the following intrinsic su­
per Poincare inequality introduced in [Wang (2002a)] (see also [Ouhabaz 
and Wang (2007)]):

M /2) < r/r(|V /|2) + f3{r)p((p0\f\)2, r > 0 , /  G Co(Af), (2.8.1)

where /3 : (0, oo) —> (0, oo) is a decreasing function.
The intrinsic ultracontractivity of Pt implies (2.8.1) for some /3 (see 

Theorem 3.1 in [Wang (2002a)]), and (2.8.1) holds for some /3 if and only 
if aess(L) = 0 (see Theorem 2.2 in [Wang (2002a)]), where <jess(L) is the 
essential spectrum of L. On the other hand, if

t > inf /3(r),
r>0

( 2.8.2)



Diffusion Processes on Riemannian Manifolds without Boundary 129

where (5 1(.s) := inf{r > 0 : fi(r) < s} for a positive decreasing function /3, 
then (2.8.1) implies the intrinsic ultracontractivity of Pt with (see Theorem
3.3 in [Wang (2000b)])

ll-Ff 0||b1(^o)->i00(MV.0) <m ax{e_1 inf/3, Ф_1((1 ~£)t ) } 2 < oo, (2.8.3)
for all e G (0,1), t > 0. We refer to [Davies and Simon (1984)] for the 
study of intrinsic ultracontractivity using the log-Sobolev inequality with 
parameters.

We will first establish the intrinsic super Poincare inequality (2.8.1) 
using the following curvature-dimension operator RicTOi£. Assume that for 
some m > 0 and positive increasing function К  one has, instead of the 
second condition in (2.8.7),

V P ® V P  ,RicL m := Ric — Hessv----------------> —Ф о pa. (2.8.4)m
When Ф is a constant, this condition goes back to (2.7.2).

2.8.1 The intrinsic super Poincare inequality

As explained in the last section that due to Theorem2.2 in [Wang (2002a)],
(2.8.1) holds for some /3 if and only if aess(L) = 0. According to the 
Donnelly-Li decomposition principle (see [Donnelly and Li (1979)]), they 
are also equivalent to

Ao(R) := inf{p(|V /|2) : p ( /2) = 1, /  G СЦМ),  / | в(о,л) = 0} t
as R t  oo. The purpose of this section is to estimate /3 in (2.8.1) by using 
Ao (R) and the curvature condition. To this end, we will make use of the 
following super Poincare inequality:

M(/2) < r/i( |V /|2) + Po(r)p(\f\)2, r > 0, /  G C'q(M) (2.8.5)
for some decreasing function /?o : (0, oo) —> (0, oo). In particular, by Corol­
lary 1.1 (2) in [Wang (2000b)], (2.8.5) with (3q(r) = c( 1 + r~p/2) for some 
constant c > 0 and p > 2 is equivalent to the classical Sobolev inequality

M(|/ |2p/(p-2))(p-2)/p < C (p(|V /|2) + p ( /2)), /  G Cq(M)

for some constant C > 0. The latter inequality holds for a large class of 
non-compact manifolds. For instance, according to [Croke (1980)], it holds 
true for P  =  0 provided either the injectivity radius of M  is infinite, or the 
injectivity radius is positive and the Ricci curvature is bounded below.

To derive explicit intrinsic super Poincare inequality, we first estimate 
the ground state.
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Lemma 2.8.1. If (2.8.4) holds then for the positive ground state ipo, there 
exists a constant C > 0 such that

1
Vo > ^  exp - C p o V W p o j  ■

Proof. Since <po is bounded below by a positive constant on a compact 
set, it suffices to prove for pa > 1. Let x € M  with p0{x) > 1. Applying 
Theorem 5.2 in [Li (2005)] to a = 2 and R = pa(ж), we obtain

e~A°Vo(o) -  P i Vo(o)

< (Pi+e<po(z))(l +  s)m+dexp c\s$>(2p0(x)) + Po{x)2-,

= ^o(^)e-Ao(1+s)(l + s)m+dexp \c\s${2p0{x)) +

2s 
Po(x)2.

2s , s > 0,

for some constant ci > 0. Then the proof is completed by taking s = 
р0(х)/у/Ф(2р0(х)). □

Theorem  2.8.2. Assume (2.8.5). Let Ф be positive increasing function on 
[0, oo) such that (2.8.4) holds. If Ao(R) t  00 as R f  oo, then (2.8.1) holds 
with

/3(r) = C/30{r/8) exp CX0 1(8/г)Ф(2 2Aq 1(8/r)) r > 0.

Proof. Since one may always take decreasing /3, it suffices to prove for 
r < 1. Let /  € Cq(M) be fixed. Let hR = (p0 — R)+ Л 1, R > 0. Then hR 
is Lipschitz continuous so that (2.8.5) applies to /(1 — hR) instead of /:

h ( /2( 1 -  hRf )  < 2sp(\Vf\2) + 2 sp ( f2)
+ Po(s)p(\f\lB(o,R+l))2, s > 0.

Next, since hRf  = 0 on B(o,R), we have

(2.8.6)

P ( r h 2R) < h ( |V ( /M |2 <
A0 (R) ~  Ao(R)

Combining this with (2.8.6) we obtain

h ( / 2 )  <  2 / x ( / 2 / 4 )  +  2 p ( f 2 ( l  -  h R ) 2 )

4

M(|V/|2) +
M R ) m(/2

4ss (
Thus, if 4s +

Ao (R) ) ( M | v / | 2 ) +  M( / 2 ) ) + r 2/30(s)

< A then

m( / 2) < (■8s -|-
M R )

)h ( |V / |2) +

infsfo.fi+i) Vo

4 A)(s)

M l/lvo)2-

infB(o,R+1) V>0
M l/lvo) •
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Hence, (2.8.1) holds for

P(r) := inf { -
l 1

4 A) (s)
in fs (o ,R + i)  <Po

8 s 8 "I
Щ - Т

r < 1 .

Combining this with Lemma 2.8.1, there exists a constant c > 0 such that
(2.8.1) holds for

8/?(r) :=  inf jc/30(s)exp [c(R +1) у/Щ2+~Щ] : 8 s +  < r j ,

This completes the proof by taken s = r /8 and R = Xq1 (8/r).

r < 1 . 

□

2.8.2 Curvature conditions for intrinsic ultracontractivity

Let к and Ф be two positive increasing functions on [0, oo) such that

Sect < —к о Ric > —Ф о p G, pQ >>  1 (2.8.7)

holds on M. Next, for a positive increasing function h on (0, oo), let

/i_1(r) := inf{s > 0 : h(s) > r}, r > 0.

The following result provides a sufficient condition for the intrinsic ultra­
contractivity of Pt with Z := W  = 0.

Theorem  2.8.3. Let M  be a Cartan-Hadamard manifold with d > 2 and 
let L =  Д. Assume that (2.8.7) holds for some positive increasing functions 
к and Ф with fc(oo) = oo. We have:

(1) (2.8.1) holds with

(3(r) := 6r - d/2 exp вк-1 {в/г)\JФ(4 +  2fc~1(#/r))j, г >  0

for some constant в > 0.
(2) If

k - l {R)^/ Ф(4 + 2k- 1 (R)) < cR£, Д » 1 (2.8.8)

holds for some constants c > 0 and e € (0,1), then Pt is intrinsically 
ultracontractive with

W P r W m ^ L ^ ^ ^ e x p l d l  + t - ^ 1- ^ ,  t >  0 (2.8.9)

for some constant C > 0, or equivalently

Pt{x,y) < e~Xotpo(x)tpo(y) exp [C(l + f-e/(1-£))] (2.8.10)

for all x ,y  £ M,t  > 0.
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(3) If (2.8.8) holds for some c > 0 and e =  1, then Pt is intrinsically 
hypercontractive.

Proof, (a) Since V = 0, (2.8.7) implies (2.8.4). Moreover, since M  is 
a Cartan-Hadamard manifold, its injectivity radius is infinite. Hence, by 
[Croke (1980)], one has ||-Pt ||i i(M)_>i,oo(#i) < ct~d/2 for some c > 0 and 
all t > 0. By Theorem 4.5(b) in [Wang (2000b)], this implies (2.8.5) with 
/3<j(r) =  c( 1 +  r -d/2) for some constant c > 0.

(b) Since M  is a Cartan-Hadamard manifold, B(o,R)c is concave. Let 
Bo > 0 be such that (2.8.7) holds for p0 > Rq- Then for any R > R.q, we 
have Sect < —k(R) on B(o,R)c. To make use of the Laplacian comparison 
theorem, we note that the distance to the boundary of B(o, R)c is p„ — R 
for Po > R, and the boundary of B(o,R)c is concave so that I < 0. So, 
Theorem 1.2.3(1) holds for

h(s) = cosh (\/k(R)  s), s > 0,

i.e.

A Po > ^  c o V W ) ,  P o > R +  1 (2.8.11)h{p0 R)
holds for some constant Co > 0 which is independent of R. By the Green 
formula (Theorem 1.1.6), for any smooth domain D C B(o, R +  l)c, it 
follows from (2.8.11) that

c0yJk{R)p{D) < [  Ap0dp < [  \Np0\dpd < pa(dD),
J D JdD

where N  is the unit normal vector field on dD. Thus, the following Lemma
2.8.4 yields

А0(Д + 1 ) > ~ ^ ,  R>Ro-

Moreover,

AoH8/r )  < i n f { f l + l  : R > R o , j k { R )  >

= 1 + Ro V fc-1 (32/cor), r > 0.

Then by Theorem 2.8.2 with /?o(r) =  c(l + r~d/2), we obtain the desired 
fi(r) for some в > 0.

(c) If (2.8.8) holds then by (1), (2.8.1) holds for

/3 (r) = exp [0(1 + r~e)]
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for some constant 9 > 0. If e 6 (0,1) then (2.8.9) follows from Corollary 
3.4(1) in [Wang (2002a)]. If e = 1 then

M /2) < rM |V /|2) + exp[0(l + r ~ 1) ] ^ 0|/ |) 2, r > 0, /  e Cg(M).

Applying this to /</?o and noting that

i M((V /2, V^2)) = - \ n { f 2Lvl) = A0/v o( / 2) - M / 2|V^0|2), 

we arrive at

AVo(/2) < r/V o(|V /|2) + r ^ ( /2|V^o|2)

+ 5 M<V/2,V ^ ) )  + e0(1+’'"1) ^ o(l/l)2

= W o (lv / | 2) +r\oV<po(f2) + e 0(1+r ’Vvod/I)2- r >°-
This implies

/Vo(/2) <  2rpV0(|V /|2) +  2ee 1̂+r_1 Vv0(l/I)2) г € (0,1/(2A0)).

Hence, there exists a constant 9' > 0 such that

/Vo(/2) < ^ o ( |V / |2) + e 0,(1+r V o d / I ) 2, r > 0- (2.8.12)

By Corollary 1.1(1) in [Wang (2000b)], this is equivalent to the defective 
log-Sobolev inequality

/Vo(/2 l° g /2) < C 1/Vo(|V/|2) +  C2, / е ф ) , ^ ( / 2) = 1 (2.8.13)
for some Ci, C2 > 0. On the other hand, by Proposition 1.6.13, (2.8.12) and 
the weak Poincare inequality due to Theorem 3.1 in [Rockner and Wang 
(2001)] imply the Poincare inequality

/Vo(/2) < C ^ o d V /l2) +MV0( /)2, /  € Cl{M)

for some constant C > 0. Combining this and (2.8.13) we obtain the log- 
Sobolev inequality, namely, (2.8.13) with C2 = 0 and some possibly different 
Ci > 0. Therefore, due to [Gross (1976)], Pf° is hypercontractive since it is 
associated to the Dirichlet form ■,¥■)) on H 2X (/v0), the completion
of Cq°(M) with respect to the Sobolev norm

Il/ll2,i,^ 0 := 0 V o (/2 + |V /|2). (2-8.14)

We remark that the implication of the hypercontractivity from the defective 
log-Sobolev inequality can also be deduced by using the uniformly positivity 
improving property of the diffusion semigroup, see e.g. [Aida (1998)] for 
details. Then the proof is finished. □
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Rem ark 2.8.1. (a) If Ric > —K  for some constant К  > 0, then aesa(A) ф 
0. Since M  is non-compact and complete, this follows from a comparison 
theorem by Cheng [Cheng (1975)] for the first Dirichlet eigenvalue and 
the Donnelly-Li decomposition principle [Donnelly and Li (1979)] for the 
essential spectrum:

info-ess(-A ) < sup X0(B(x, 1)) < Лo(K),
x e M

where Ло{B(x, 1)) is the first Dirichlet eigenvalue of -A  on D and Ao(K) is 
the one on the unit geodesic ball in the d-dimensional parabolic space with 
Ricci curvature equal to K.  Thus, the assumption Ф(оо) = oo in Theorem
2.8.3 is necessary for (2.8.1) to hold. Correspondingly, the assumption that 
k(oo) =  oo is also reasonable.

(b) The upper bound given in (2.8.9), which is sharp due to Example 
2.8.1 below, is quite different from the known one on bounded domains. 
Indeed, for Pt the Dirichlet heat semigroup on a bounded C1,a(a > 0) do­
main in Rd, the short time behavior of the intrinsic heat kernel is algebraic 
rather than exponential (see [Ouhabaz and Wang (2007)]):

sup
x , y

Pt(x,y)
М х ) М у)

0 ( f - ( d+ 2 )/2 ).

The following lemma used above is known as Cheeger’s inequality 
[Cheeger (1970)].

Lemma 2.8.4. Let D be a domain in M , and let

Ao(D) =  inf {M |V /|2) : /  € C l(M ) , f \Dc = 0,M( / 2)

c(D) = inf
A C D , v ( A ) > 0  H(A)

Then A0(D) >

1}-

Proof. Let /  € Cl(M)  with /г(/2) = 1 and f \ o ' = 0. Let Ar = { f 2 > 
r},r > 0. By the coarea formula Theorem 1.1.5 and the Fubini Theorem, 
we have

/•OO POO

m( |V /2| ) = /  R{dAr)dr>c(D) n ( f 2 >r)dr = c(D)ff(f2) = c(D). 
Jo Jo

This completes the proof by noting that the Schwarz inequality and p ( /2) = 
1 yield

M|V/ 2|)2 < 4M( / 2)M(|V /|2) =  4/i(|V /|2). □
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For the case W  ф 0, we let t) be a positive increasing function on [0, oo) 
such that

Lp0 > y/ti о po, po »  1. (2.8.15)

Theorem  2.8.5. Let о be a pole in M  such that (2.8.4) and (2.8.15) hold 
for some increasing positive functions Ф and '3 with 'd(oo) = oo. Then 
aess(L) = 0. Moreover, assuming

lim
|9<,(х)—> OO

\/Ф (2 + 2Po(x)) 
log+ p{B(x, 1))

= 0,

where B(x, 1) is the unit geodesic ball at x, we have:

(2.8.16)

(1) (2.8.1) holds with

P(r) = вг~(т+<1+1^ 2 exp \ в 3 - \ 3 2/r)V ^(2 + 2tf~1(32/r)) r > 0

for some constant в > 0.
(2) If  there exist c > 0 and e G (0,1) such that

d-\R)y/<f>(2 + 20-1(Я)) < cRe, Д » 1 ,  (2.8.17)

then Pt is intrinsically ultracontractive with (2.8.9) and (2.8.10) holding 
for some constant C > 0.

(3) If  (2.8.17) holds for some c > 0 and e =  1, then Pt is intrinsically 
hypercontractive.

To prove Theorem 2.8.5, we first establish the super Poincare inequality 
(2.8.5) for a concrete /3q.

Lemma 2.8.6. In the situation of Theorem 2.8.5. (2.8.16) implies (2.8.5) 
with So(r) = c( 1 + r -(m+d+1)/2) f or some constant c > 0.

Proof. By Theorem 5.2 in [Li (2005)] with a = (m + d+  1 )/(m + d), for 
any measurable function /  > 0 with p(f)  = 1 , we have

Ptf(x) < (Pt+sf(y)) ( l  +  2 exp \СФ{2[р0{х) V Po(y)])s +  ар(^ у \ .

for some constant C > 0 and all s,t > 0. This implies

/Jm
Pt+sf(y)p(dy)

> (pt f (x ) ) ( l  +
S \  ~ {jri-\-d-\-1)/2

LB ( x ,  1)
-C $ (2 [p 0(x)V p0( ! / ) ] ) s - a / [ 4 s ] ^ ^ (:j y ^
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Taking s = 1 /у/ф{2 + 2pa(x)), we obtain

Ptf(x)  < c0(l + f-i)(»*+«H-i)/2 . ехр[с0у/Ф(2 + 2p0(x))] 
p(B(x, 1))

for some constant c0 > 0 and all t > 0, x £ M. Combining this with (2.8.16) 
we obtain

H lU io o - i-o .)  ^  ci(! + t - a)(m+d+1)/2, t > 0

for some constant c\ > 0. According to Theorem 4.5(b) in [Wang (2000b)], 
this is equivalent to (2.8.5) with /3o(r) = c(l + r -(m+d+1)/2) for some con­
stant c > 0. □

Proof. [Proof of Theorem 2.8.5] By (2.8.15) and Cheeger’s inequality 
Lemma 2.8.4, we have

Ao ( Д ) > ^ И ,  Я » 1 .

Since 'd(R) - a  oo  as R  —> oo, the essential spectrum of L is empty and the 
desired /3 follows from Theorem 2.8.2 and Lemma 2.8.6. The remainder of 
the proof is then similar to that of Theorem 2.8.3. □

2.8.3 Some examples

The following two examples show that conditions in Theorems 2.8.3 and
2.8.5 can be sharp.

Example 2.8.1. Let M  be a Cartan-Hadamard manifold with 

-c ip i  < Sect < - c 2Po, Po »  1
for some constants ci,C2,<5 > 0. Then <ress(A) =  0 and for L = Д, (2.8.1) 
holds with

/3(r) = exp[c(l + r _(2+<s)/[2,5l)] 

for some constant c > 0. Consequently:

(1) Pt is intrinsically ultracontractive if and only if (3 > 2, and when 6 > 2 
one has

ll^ lm h v o )— -  6,1 exP [<?2r {s+2)/{S- 2)], t > 0
for some constants 0i , 02 > 0, which is sharp in the sense that the 
constant 02 cannot be replaced by any positive function 02(t) with 
02 (̂ ) I  0 as t J, 0.
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(2) Pt is intrinsically hypercontractive if and only if S > 2.

Proof. Since Sect < — C2p„ for some C2,S > 0 and large pa, Theorem
2.8.3 implies cress(A) =  0. Moreover, one may take Ф(г) = (d — l)c ir4 and 
k(r) = С2Г6 for large r, so that

k - \ R ) y/<t>(4 + 2k~1 (R)) < cf?5+J

for some constant c > 0 and large R. Then the sufficiency and the desired 
upper bound of ||Т*Р0||ь1(/1 ) follow from Theorem 2.8.3.

Next, by the concrete Ф and Lemma 2.8.1 below we have

V?o > ^  exp [ -  C p ^ ]  (2.8.18)

for some constant C > 0. If Pt is intrinsically ultracontractive, i.e. Pf° is 
ultracontractive by definition, then, according to Theorem 2.2.4 in [Davies 
(1989)] (see also [Gross (1976)] and [Davies and Simon (1984)]), there exists 
a function /3 : (0, oo) —> (0, oo) such that

fVo(/2l° g /2) < GVo(|V/|2) + /?(r), /  6 C'b1(M),/rV0( / 2) = 1 .

By the concentration of reference measures induced by super log-Sobolev in­
equalities (see e.g. Corollary 6.3 in [Rockner and Wang (2003a)]), the above 
log-Sobloev inequality implies pVo(eXPa) < oo for any Л > 0. Combining 
this with (2.8.18) and noting that the Riemannian volume of a Cartan- 
Hadamard manifold is infinite, we conclude that <5 > 2. Similarly, if Pt is 
intrinsically hypercontractive, then pipo(eXp<>) < oo for some A > 0, so that 
S > 2.

Finally, let 5 > 2. If there exists 6i > 0 and a positive function h with 
h(t) J, 0 as t 4- 0 such that

||* Г  1кчд*0) ^ “ (м,0) < exP [02f - (5+2)/(<5- 2)], t > 0, 
then Theorem 4.5 in [Wang (2000a)] implies (2.8.1) for

= в\ inf -  exp
s<r,t>0 t h(t)t‘- ( S + 2 ) / ( S - 2 ) + 1 r > 0.

Taking s = г Л 1 and t = (r 5̂ 2)/(2<5) д l)/i(r^  2)/f2<5) д 1)(5 2)/(25)? we 
obtain

0{r ) < #2 exp [h(r)r (4+2l/(24)]j r > 0  (2.8.19)

for some constant 62 > 0 and positive function h with h{r) 4. 0 as r |  0.
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Finally, we aim to deduce from (2.8.19) that

p(eXPa+ 7 ) < oo, Л > 0, (2.8.20)

which is contradictive to (2.8.18). To this end, we apply Theorem 6.2 in 
[Wang (2000b)], which says that

/u(exp[cip0£(c2p0)]) < oo (2.8.21)

holds for some constants c\ , c2 > 0 and

£(A) := inf | s  > 1 : ^  log/3(l/(2f2))df > a | ,  A > 0.

Since (2.8.19) implies

J '  ^  log/3(l/(2f2))df < 9 3 + 93 f  t ^ s- 2^ sh{l/{2t ^ / s))dt

< 9 3 + e(s)s2/6, s >  1

for some constant 93 > 0 and some positive function e with e(s) ], 0 as 
s t  oo, one has £(А)А~Й/2 —» ос as A —> oo. Therefore, (2.8.20) follows from 
(2.8.21). □

Exam ple 2.8.2. Let M  be a Cartan-Hadamard manifold with

Ric > -c(p2 f- V  + l)

for some constants c > 0 and S > 1. Let V =  9p6a for some constant 9 > 0 
and p0 »  1. Then cress(L) = 0 and (2.8.1) holds with

fi{r) =  exp[c(l +  r _l5/[2(5_1)])]

for some constant c > 0. Consequently:

(1) Pt is intrinsically ultracontractive if and only \{ 8 > 2 , and when 8 > 2 
one has

\\рР\\ьЦц„0)^ь°°(^0) < 0i exp [612t~S/{S~2)], t > 0

for some constants 9\ , #2 > 0, which is sharp in the sense that the 
constant 02 cannot be replaced by any positive function 02(f) with
0г(6) 4- 0 as t  4  0.

(2) Pt is intrinsically hypercontractive if and only if 8 > 2.
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Proof. Since M  is a Cartan-Hadamard manifold and 5 > 1, by Theorem 
1. 1.10

Lp0 > tipi 1 =: \ / t i ° P o ,  Po »  I-

In particular, il(oo) =  oc so that oess{L) = 0. Moreover, since

Ric > —c(l + pg(4_1)), |VV|2 = 9252pI{&~1)

and Hess^ — 0Hessp5 > 0 for large pQ as M  is Cartan-Hadamard, we may 
take Ф(г) = ci(l +  г2(й-1 )̂ for some constant cj > 0. Therefore, (2.8.17) 
holds for some c > 0 and e = |  + 2,Д ^ . Then the sufficiency follows from 
Theorem 2.8.5 as (2.8.16) follows from

p(B(x, 1)) > c(d) exp inf V
Lb ( i ,i ) J

> c{d) ехр[0(ро(ж) -  l)*], p0{x) > 1 ,

where c(d) is the volume of the unit ball in Rd.
On the other hand, by Lemma 2.8.1 below and the concrete K,  we have

<Л) > ~  exp [ -  Cpi}

for some constant C > 0. Then the remainder of the proof is as same as 
that in the proof of Example 2.8.1. □





C hapter 3

R eflec tin g  D iffusion  P ro cesse s  on  
M an ifo ld s  w ith  B o u n d a ry

In this chapter we intend to extend results derived in Chapter 2 to reflecting 
diffusion processes on manifolds with boundary. Due to the reflection, 
besides the curvature operator, the geometry of the boundary (the second 
fundamental form) will be involved in the study.

Let M  be a d-dimensional complete connected Riemannian manifold 
with boundary dM  and the inward pointing unit normal vector field N. 
We will study the reflecting diffusion process generated by L := A  + Z  for 
some C'1-smooth vector field Z. As in Chapter 2, we first construct the 
corresponding horizontal reflecting diffusion process generated by A q(m ) + 
H z  on 0(M)  by solving the Stratonovich stochastic differential equation 
(SDE)

d
dut = л/2 ^  Hei (ut) о dBlt + H z (ut)dt + H N(ut)dlt , u0 = и G O(M),

t=i
where Bt := (B\ , . . . ,  Bf)  is the d-dimensional Brownian motion on a com­
plete filtered probability space (D, (dq}t>o,P), and lt is an increasing pro­
cess supported on {t > 0 : X t := put G dM}.  Since H z  is C'1 , it is well 
known that (see e.g. [Ikeda and Watanabe (1989); Elworthy (1982)]) the 
equation has a unique solution (ut ,lt) up to the life time (  := И т,,^^  (n, 
where

C71 := inf{£ > 0 : p0(Xt) := p(Xt, о) > n}, n > 1
for a fixed point о G M. It is easy to see that X t solves the equation

dXt =  у/ 2 щ о dBt + Z(Xt)dt  +  N (Xt)dlt, X q — x pito, (3.0.1) 
up to the life time £. By the Ito formula, for any /  G CfflM) with N f  := 
N  f\dM = 0,

f ( X t) - f ( x ) -  f  L f {X s)ds = s/2 [ \ и ^ / ( Х 3) ^ В 8) 
Jo Jo

141
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is a martingale up to the life time So, we call X t the reflecting diffusion 
process generated by L. When Z = 0, then X t := X t/2 is generated by |Д  
and is called the reflecting Brownian motion on M.

When dM  is convex, the Riemannian distance can be reached by the 
minimal geodesic in M  and N pa < 0, so that Theorem 2.1.1 and Corollary
2.1.2 remain true for the reflecting diffusion process. When dM  is non- 
convex, let

V={<1> 6 Cl{M) : inf ф = 1,1 > -IVlogф). (3.0.2)

If there is ф € T>, then by Theorem 1.2.5 dM  becomes convex under the new 
metric (•, •)' =  ф~2(-, •). Let p' be the corresponding Riemannian distance, 
then with p'Q replacing pQ, Theorem 2.1.1 and Corollary 2.1.2 work for the 
reflecting diffusion process generated by L. Prom now on, we will only 
consider the case where the reflecting diffusion process is non-explosive.

3.1 Kolmogorov equations and the N eum ann problem

In this section we introduce the Kolmogorov equations for Pt, the semigroup 
of the reflecting diffusion process generated by L. Consequently, letting

Cn (L) = { f e  C°°(M), N f \ dM = o, L f  G

F(t,x) := Ptf(x)  is the unique solution to the Neumann heat equation

dtF  = LF, NF(t,  ■) = 0 for t > 0, F (0, •) =  /. (3.1.1)

To this end, we need the following two lemmas, where the first extends 
Lemma 2.1.4 to manifolds with boundary, and the second is essentially due 
to [Wang (2009c)].

Lemma 3.1.1. For any x G M  and ro > 0, there exists a constant c > 0 
such that

P(oy < t ) <  e- " 2/*, r  6 [0, r o], t > 0

holds, where ar =  inf{s > 0 : p(Xs,x) > r} and X s is the reflecting 
diffusion process generated by L with X q = x.

Proof. Let ф € Cffl(M) such that ф > 1 in B(x,ra) and dM  is convex 
under the metric (-,■)' := ф~2{■,■). Let Д' and Ric' be the Laplacian and 
the Ricci curvature for the metric (•, •)'. We have

ф2Ь = A' + { d -  2)фЩ +  ф2г  =: Д' + Z'.
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Let p' be the Riemannian distance function to x  induced by the metric (•,•)'. 
By taking smaller ro we may and do assume that (p' ) 2 € C°°(B(x,2ro)). 
By the convexity of the boundary under the new metric and using the Ito 
formula, we obtain

dp'(Xt )2 < 2V2</>-\Xt)p'(Xt)dbt + cjdf, t < aro

for some constant c\ > 0 and a one-dimensional Brownian motion bt. Due 
to this inequality, the remainder of the proof is completely similar to that 
of Lemma 2.1.4. □

Lemma 3.1.2. Let x £ dM and let oy be in Lemma 3.1.1 for a fixed 
constant r > 0. Then:

(1) E*eAi—  < oo for any Л > 0 and there exists a constant c > 0 such 
that E%2Л(Тг. < c(t + t2).

(2) ExltAar — + 0(f3/2) holds for small t > 0.

Proof. (1) Let h e Cq°(M) be non-negative such that h\oM = 0 and 
Nh = 1 holds on (дМ) П B(x,r).  Since pa is smooth in a neighborhood of 
dM, h can be constructed such that h = pa in a neighborhood of (дМ) П 
B(x,r).  By (3.0.1) and the Ito formula,

dh(Xt) = y/2 (Vh(Xt), UfdBt) + Lh(Xt)dt + dIt 
> %/2 {Vh(Xt), utdBt) — cdt + dlt , t < er

holds for some constant c > 0. This implies that Е1'елг'Лс'г < oo for any 
Л > 0, and

ExC , r <ci( t2 + t  + Exh2{XtAar)), t >  0 (3.1.2)

holds for some constant c\ > 0. Since h2 satisfies the Neumann boundary 
condition, by the Ito formula we have

r t A a r

Exh2(XtAar) = E X Lh2(Xs)ds < c2t , t > 0
Jo

for some constant c2 > 0. Combining this with (3.1.2) we prove (1).
(2) Let r0 € (0,r) be such that po is smooth on B(x, 2r0). By the Ito 

formula we have

dpp(Xt) = \/2dbt +  Lpa{Xt)dt + d/<, t < <rro, (3.1.3) 

where bt is a one-dimensional Brownian motion. Let bt solve 

dbt = sgn(6t)dbt, b0 = 0.
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Then bt is a one-dimensional Brownian motion such that

d|bt| — d bt +  d lt ,

where lt is the local time of bt at 0. Combining this with (3.1.3) and noting 
that d/t is supported on {pg(Xt) = 0} while dZt is supported on {bt = 0}, 
we obtain

d(pd(Xt) - V 2 \ b t \)2

= 2(pd(Xt) - V 2 \ b t \)Lpd(Xt)dt + 2(pd(Xt) - V 2 \ b t \)(dlt -  V ldI t)

< 2(pd(Xt) -  V2\bt \)Lpd(Xt)dt < c1 \pd(Xt) -  V2\bt \\dt, t < oy0 

for some constant Ci > 0. This implies

E x {pd{Xt^ J  -  V 2 \bt^ rJ ) 2 < ' f t 2, t > 0.

Since due to (3.1.3) one has |Exlt^aro — Expa(XtA(Tro)|2 < c2t2 for some 
constant C2 > 0, it follows that

|ExZtA<TT.o — V ^ E x |6tACTro|| <  at, t >  0

holds for some constant C3 > 0. Noting that Ex|6t | = y/2t/n and Exb2 = t, 
combining this with Lemma 3.1.1, we arrive at

EXL 2\/t I = |Ех/4л̂ 0 -  v/2E|6t|| < c 3t + ^ E x(|6t| l {t>CTro})

< c3f + \ / 2tFx(t > oy0) < a t ,  t e [0, 1]
(3.1.4)

for some constant C4 > 0. Since aro < ay so that ZfAoVo = клаг holds for 
t < o>0, it follows from (3.1.4) and (1) that

Exb 2 \ft
<  a t  +  E x (Zt A a r i {t>CTro} )  < a t  + y/2ctPx{t > aro) < C5t

holds for some constant C5 > 0 and all t e [0, 1]. □

Theorem  3.1.3. Let f  € Cn (L). Then:

(1) ± P tf  = PtL f  = LPtf , t > 0;
(2) NPtf  \dM =  0, t > 0;
(3) Let t > 0 and ip € ([inf / ,  sup /]). If | VP. f\ is bounded on [0, t] x M,  

then

- P M P t - s f )  = Ps{rp"(Pt-sf)\VPt-sf\2), s e  [0,f],
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Proof. (1) The first equality follows from Ptf  = f  + Jg PsLfds  implied 
by the Ito formula. To prove the second equality, it suffices to show that 
for any x £ M° := M  \  dM,

:Ptf(x) = LPtf(x).  (3.1.5)

Let ro > 0 be such that B(x,ro) C M°, and take h £ Cg°(M) such that 
h\B(x,r0/2) = 1 and ^|s(x,r0)c = 0- By the Ito formula we have

Pt+Sf(x)  -  Ptf(x)  = E*(hPtf ) ( X s) -  (hPtf)(x) + E*{(1 -  h)Ptf } ( X s)

= R* Г  L(hPtf ) (X r)dr + E*{(1 -  h)Ptf } ( X s).
Jo

Since L(hPtf) {Xr) is bounded and goes to LPtf(x)  as r -¥ 0, and noting 
that by Lemma 3.1.1,

E*|(l -  h)Ptf \ (X s) < | |/ |U e -c/s, s e  (0,1]

holds for some constant c > 0, we conclude that

j U / w - t o .  a w w - a / w
dt s i  0

LPtf(x),

that is, (3.1.5) holds.
(2) Let x £ dM.  If NPtf(x)  ф 0, for instance NPtf(x) > 0, then 

there exist two constants ro,£ > 0 such that N Pt f  > e holds on B(x, 2ro). 
Moreover, by using / +  ||/||oo in place of / ,  we may assume that /  > 0. Let 
h £ Cq°(M) such that 0 < h < 1, Nh  = 0, /г|в(х,Го) = 1 and h\B X̂t2ro)<= =  0. 
By the Ito formula and using (1), we obtain

Pt+sf(x) > Ps{hPtf)(x)

= Ptf{x)+ Г  PrL(hPtf)(x)dr + E* /  
Jo Jo

> Ptf  {pc) + sLPtf{x)  + 0(5) +  eWlsA(T,

s
(hNPtf ) (X r)dlr

where о := inf{s > 0 : X s £ B(x, ro)}. Combining this with (1) we arrive 
at

e lim -E xfSAo- < 0, s->0 s
which is impossible according to Lemma 3.1.2.

(3) By (1) and (2) and using the Ito formula, there is a local martingale 
Ms such that

diP(Pt- sf ) ( X s) = dMs + {LiP(Pt- sf )  -  iP'(Pt- sf)LPt- sf } ( X s)ds 
= dMs + {iP"{Pt-s f) \VPt- sf \ 2}{Xs)ds, s £ [0,f],
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where

d Ms = V2 (V^(Pt_s/ ) p f s), usdBs), s E  [0, t].

Since |VP./1 is bounded on [0,f] x M  and ф E C2([inf/ , sup/]), Ms is a 
martingale. Therefore,

p. iKPt- .f)  = t y { P t - . f ) { x . )

= Ф(РьЛ + f  Pr{V'"(A-s/) |V P t_s/ | 2}dr.
Jo

This completes the proof. □

Corollary 3.1.4. For any f  E Cn (L), F(t,x) := Ptf(x) is the unique 
C2-solution to (3.1.1).

Proof. By Theorem 3.1.3, it suffices to prove the uniqueness. Let F  be 
a C2-solution to (3.1.1). By the maximal principle and the boundedness 
of /  we see that F  is bounded. Moreover, by the Ito formula we see that 
{F(t — s, Xs)}se[o,fi is a local martingale, so that

F(t,x) = E xF ( t - t  ACn,XtAC„), n >  1.

Thus, letting n -> oo and using the dominated convergence theorem, we 
obtain F(t, x) = E*P(0, X t) = Ptf{x). □

3.2 Formulae for V Pt, Ric^ and I

3.2.1 Formula for  V Pt

We first present a formula for VPtf  ■ See also Corollary 4.1.3 for an alter­
native version.

Theorem  3.2.1. Let t > 0 and uq E Ox(M) be fixed, and let К  E C(M) 
and о E C(dM) be such that Ricz  > К, I > a. Assume that

sup Ежехр 
re[o,t]

f  K ( X s)dr -  Г  a(Xs
Jo Jo

)d ls < 00. (3.2.1)

Then there exists a progressively measurable process {<2s}se[o,t] on Rd ® Kd 
such that

-  [  K ( X r) d s -  [  a(Xr)dlr
Jo Jo

Q o  = I ,  IIQsll < exp 3 G [0,t],
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and for any f  £ (M) such that XP .f  is bounded on [0, t] x M, any
h £ Сь ([(),£]) with h(0) = 0, h(t) = 1,

Uo'VPtfix) =  E *{< 2*п Г ^ № )}

Proof, (a) Construction of Qs. For any n > 1, let Cfi" 1 solve the equation 

dQ<n> =  -R ic f (us)Qin)ds -  I(us)Q ^ d ls

-  l- { n  + 2(7(Xs)+)((Qi"))*itJ 1fV(Xs)) ® (u j 'NiXs))d ls, Q0 = I,

where Ricf (us) is in (2.2.2) and I(us) for X s £ dM  is an Rd ® Revalued 
random variable such that

I(rq,)(a, b) = I (Pgusa, Pgusb), a,b £ Rd, (3.2.3)

where for z £ dM. Pg : TZM  —> TzdM  is the projection operator. It is easy 
to see that for any a £ Rd,

d||QW a||2 = -2Ricz (us<2in4 u sQ("Mds -  2I{PgusQin)a,PgusQ ^ a )d l s 
-  (n + 2(7{Xs)+){usQ ^ a ,  N{Xs))2dls 

< - | |Q ^ a | |2{2R(Xs)ds + 2o{Xs)dls} 
- n ( u sQ ^ a , N ( X s))2dls.

Therefore,

||Qin)||2 < exp -2  [  K{Xr) d r - 2  [  o(Xr)dlr < oo, n  > 1, (3.2.4) 
L Jo  Jo

and for any m > 1 ,
гЬ/\С,т

lim E* /  ||(Q ^)*us- 17V(Xs)||2d^
n-yo° Jo

< lim ( -  + -E* Г ^ ‘ \\Q^\\2{2\K\(Xs)ds + 2\o\(Xs)dls})
n -> oo  \ n  n J0 J

= 0,

where the second equality follows from Lemma 3.1.2, (3.2.4) and the bound­
edness of К  and a on B(x,m).  Combining (3.2.4) with (3.2.1) we see that
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So, there exist a subsequence {Q(nk^} and a progressively measurable pro­
cess Q such that for any bounded measurable process (£s)se[o,t] on and 
any bounded valued random variable r], one has

Hm { e * j f  (Q<n‘> -  Q s W s  + W{Q<Tk) -  Qt)v]  = 0. (3.2.6)

(b) Proof of the first equality. As in the proof of Theorem 2.2.1, by the 
Ito formula we have

d(d Pt- sf ) ( X s) =  V UsdBs(dPt-sf ) ( X s) +  Ricz (-, VPt_s/(X ,))ds 
+ V N(dPt- sf ) ( X s)dls.

So, for any a £ and n > 1, 

d (VPt-sf ( X s),usQ ^ a )
= EessPt_s f (usQ(jl')a,usdBs) + E.essPt_3f (N ,u sQ^l',a){Xs)dls 

— I(Pdu3Q ^ a ,  S7Pt- af ) ( X s)dls.

For any г G dM  and v s  TzdM,  we have

0 = v(N,\ /Pt- sf)(z)  =  (V„7V, VP(_s/)(z) + Hesspt_5/(u, IV).

So,

HessPt_s /(u, N ) =  I(u, X P t-sf)(z).  (3.2.7)

Thus,

d{VPt- sf ( X s),usQ[n)a) = EessPt_3f (usQ{Jl')a,usdBs)
+ EessPt_3f(N,  N)(usQ ^ a ,  N (X s))dls. 3'2'8

Combining this with (3.2.5) and the boundedness of V P./ on [0, t\ x M, we 
obtain

(VPt/ ,u 0a) =  lhn Ex(VPt_tACm/(X (A<m),uMCmQ ^ a >

= 1 ™оок^оEX{1{‘<<m><v № ) ^ t Q i nfc)a>}

= E x( X f (X t),utQta).

This implies the first equality.
(c) Proof of the second equality. Since by the Ito formula dPt- sf ( X s) = 

V2{XPt- sf ( X s),usdBs), we have

f ( X t) = Ptf(x)  + V2 I"(VPt- sf ( X s), 
Jo

UcdB a



Reflecting Diffusion Processes on Manifolds with Boundary 149

So, for any a £ Rd and m > 1 , it follows from (3.2.5), (3.2.6), (3.2.8) and 
the boundedness of V P./ that

~ E x l^f(Xt) j \ ' ( s ) ( Q sa,dBs)^

= EX [  h'(s)(usQsa,XPt. sf{ X s))ds 
Jo

= lim E* [  h'(s)(usQ ^ a , V P t„sf ( X s))ds 
Jo

= lim lim
m —>oo k —to c

im J '  h \s)Ex(usA(mQ[n*la, VPt^ sAUf ( X sA(J ) d s

-  f  ti(s)(u0a, VPt/(x))ds = (XPtf(x ) ,u0a). 
Jo

Therefore, the proof is completed. □

We would like to indicate that when M  is compact, formula (3.2.2) 
was first found by Hsu in [Hsu (2002b)], where the strong convergence of 
{Qin)}se[o,d to {Qs}s€[o,t] in L2(dt x P) and that of Q[n) to Qt in L2(P) 
were also proved. Next, combining the above argument with the proof of 
Theorem 2.2.1, we have the following local derivative formula of Pt.

Proposition 3.2.2. Let t > 0,x £ M and D be a compact domain such 
that x £ D° := D \  dD. Let tq be the first hitting time of X t to dD, 
where X q =  x. Then there exists a progressively measurable process Qs on 
Rd <g> Rd with

M < [

rSATD psATD
— J  K (X r)dr — J ct ( X .x )  d/f. s < t,

such that for any adapted R +-valued process h satisfying h(0) =  0, h(s) = 1 
for s > t  A td and Е (/0* h'(s)2ds)a < oo for some a > i ,  there holds

■i^XPtfix) = ^ E ^ f ( X tATD) j \ ' { s )Q * adBsV  f  £ Bb(M).

3.2.2 Formulae for  Ricz  and I

Theorem  3.2.3. Let x £ M° := M \ d M  and X  £ TXM with |Jf| = 1. Let 
f  £ C^°(M) such that Nf\gM = 0, Hess/(:r) = 0 and S7f(x) — X, and let 
f n = n + f  for n >  1. Then assertions of Theorem 2.2.4 hold.
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Proof. Let r > 0 be such that B(x,r) C M° and |V /| > |  on B(x,r). 
Due to Lemma 2.1.4, the proof of Theorem 2.2.4 works for the present case 
by using t A ar to replace t, so that the boundary condition is avoided. We 
only present the proof of (1) for instance. By Lemma 2.1.4 and Hessj  (x) =  0 
we have, at point x,

Pt \V f\p = E*| У /Г (Х 4ЛСТг) + о (t) = |V /|P + f i |V / |p + о (t)

= |V /|p + f  | V / r 2L|V/|2 + o(t).

Moreover, since N /\ам  = 0 and /  £ Cq(M), by the Kolmogorov equation

^ |V P t/|* V o  = p | V / r 2(V L /,V /)

so that

|V Pt/|p = |v/ |p + p t |V / r  2(VL/, V /) + о (t).

Thus, (1) holds. □

Next, the following formulae for I are modified from [Wang (2009c)].

Theorem  3.2.4. Let x  € dM and X  e TxdM  with |Jf| = 1. Then for any 
f  €  C n ( L ) such that V f(x )  = X,

Ц Х ,Х ) = lim - ^ { P t |V /|p -  |V /|p}(x)

= lim -?L={Pt |V /|p -  |VPt/ | p}(x), p > 0.
(3.2.9)

If moreover f  > 0, then for all p € [1,2],

I(X,X) =  -  lim З-у/тГ
t— 8y/t

цш Щt-м 8Vt

|V/|2 +2 P{(Ptf2/P)P -  Ptf 2}

VPt/|2

4(p -  1 )t
p{(Ptf2/p)p ~ Ptf2}

{x)

4 (p -  1 )t

(3.2.10)

where when p =  1 we set

(■Ptf2/p)p ~ P t f2 =  Ит (Ptf2/p)p ~ P t f2
p-yi  p  — 1

= (Ptf 2) log Ptf 2 - P t ( f 2 log f 2).
p - 1
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Proof, (a) Let r > 0 such that |V /| > ~ holds on B(x,r), and let 
or =  inf{t > 0 : X t i  B (x ,r)}. As in (3.2.7), N \X f\2 =  2I(V/, V /) holds 
on dM. So, by the Ito formula, and using Lemmas 3.1.1 and 3.1.2,

Pt |V /|p(x )= E * |V /|p(XtAffJ + o ( f )

= |V /|p(x) +E '

+

x J*Aar ( i | v / p (Xs)ds

p { |V /|p_2I(V /, X f ) } (X s)dlfj +o(t) 

2 pVt

(3.2.11)

|V /|p(x) ■I(A, X )+ o(V t)

holds for small t > 0. This proves the first equality in (3.2.9). On the other 
hand, by Ptf  = /  + /o PsLfds  and noting that PSL f  6 C°°([0, t\ x B(x , r)), 
we have

|VPt/ | p(x)
p

XPsLf(x)ds |V /|p(x) + 0(f). (3.2.12)

Combining this with (3.2.11) we prove the second equality in (3.2.9).
(b) By (3.2.12), it remains to prove the first equality in (3.2.10). We only 

consider p ф 1. By Lemmas 3.1.1 and 3.1.2, and noting that 7V| Vf \ 2(x) — 
2I(X, X), we have, at point x,

Pt/ 2 = E / 2(Xt/Wr)+ o (f2) = / 2 + E fJo
L f 2(Xs)ds + o(t2)

f 2 +  t L f 2 + E
f'tAo'r p

/ dsi /Jo Jo
dSl N L f 2(XS2)dlS2 + 0 (t2)

= f  + J ={ f N L f  + N \V f\2} f y / ^ d s  
V 71" Jo

+ 2 t fL f  + 2t|V/|2 + o(t3/2)
- 8t3/2

{ f N L f  + 2ЦХ,Х)}

+ 2 t fL f  + 2t|V/|2 + o(f3/2).

(3.2.13)

= r  + 3 yfn

p t f 2 / p  =  j 2 / p  +  t L j 2 / p  +  f  I y ( 2 - P) / P N L f
3 y / n  \ p

+ 2^ ~  P  ̂f 2(1~p)/p4 X ,  AT)) + o{t3/2).

Similarly,
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This implies

(.Ptf2/P)p = f 2 + 2 t fL f  + 2(2 p P)V / l 2

+ ( f N L f  + X )) +  о(i3/2).

Combining this with (3.2.13) we prove the first equality in (3.2.10). □

3.2.3 Gradient estimates

To apply the derivative formula in Theorem 3.2.1, we have to verify in 
advance the boundedness of V P./ on [0,t] x M. So, we first present a 
sufficient condition for this boundedness. To this end, we shall make use of 
the coupling by parallel displacement for the reflecting diffusion process. If 
dM  is convex, by Theorem 1.2.1 the distance between two different points 
can be reached by the minimal geodesic in M , so that we have N ра\ам < 0 
for any о 6 M. Therefore, Theorem 2.3.2 works also for the reflecting 
diffusion process generated by L. More precisely, we have the following 
result.

Theorem  3.2.5. Assume that dM is convex. Let x ф у and T > 0 be 
fixed. Let U : [0,T) x M2 —> T M 2 be C1-smooth in [0, T) x (cut U D)c.

(1) There exist two Brownian motions Bt and Bt on a completed filtered 
probability space (0 , {-P}t>o> P) such that

holds, where X t with lift ut and local time lt , and Yt with lift ut and 
local time It solve the equation

dp(Xt ,Yt) < {Iz (Xt,Yt) + (U(t,Xu Yt) y p ( X u -)(Yt) ) l{x^ Yt}}dt.
(2) The first assertion in (1) holds by using M xty t to replace Pxt,Yt ■ In 

this case

l { (X - t ,yt )g c u t }d  B t  =  l { ( X t ,y t )^ c u t } « t 1 P x t ,Yt u t <IBt

dXt =  \/2 щ о dBt + Z(Xt)dt + N(Xt)dlt, X q — x 
d lj =  \/2 щ 0 dBt + {Z(Yt) + U(t, Xt, Y ^ l ^ t ^ Y t } } ^

Moreover,
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The following consequence of Theorem 3.2.5 can be found in e.g. [Qian, 
Z. (1997); Wang (1997a)].

Corollary 3.2.6. Assume that dM is convex and Ricz > К  for some 
constant К  6 К. Then

\VPtf \ < e ~ KtPt \Vf\, f e C l ( M ) , t >  0.

Proof. To apply Theorem 3.2.5, we first observe that
rp(x>y)

Ricz(7 ,7 )(s)ds, x,y  e M, (3.2.14)I z { x , y ) < - I

where 7  : [0, р(ж, 2/)] —> M  is the minimal geodesic from x to y. Indeed, 
letting be constant vector fields along 7 such that {«*, 7  : 1 < г <
d — 1} is an orthonormal basis, the index lemma (Theorem 1.1.11) implies

I z { x , y )  <  ~  +  (V^Z(7),7 ))(s)ds

- L

р(х,У)
Ricz(7 ,7 )(s)ds.

Now, let U = 0 and (X t,X t) be the coupling by parallel displacement for 
X 0 = x, X q = y. By Theorem 3.2.5 for U = 0 and using (3.2.14), we obtain

dp(Xt ,X t) < I z (Xt ,X t)dt
rp(x t,Xt) 4

Ricz('7,7 )('S)ds >dt<-{i:
< - K p ( X t,X t)dt.

Thus, p(Xt ,X t) < e Ktp(x,y), so that by the dominated convergence the­
orem,

E\f(X t) - f ( X t)\|VPt/(ar)| < limsup :
У -+Х

< e -Kt lim sup E

p { x , y )

\ f (X t) -  f ( X t)\
y - y x p(Xt ,X t)

= e~KtPt \Xf\(x). □
By combining Corollary 3.2.6 with conformal change of metric to make 

the boundary from concave to convex, we have the following result. Since 
for d = 1 a connected manifold with boundary must be an interval, which 
is thus convex, in the following result we only consider d > 2.
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Proposition 3.2.7. Let d > 2 and let Ricz  > К  for some К  € C(M). If 
there exists ф £T> in (3.0.2) such that

К ф := inf [ф2К  + ]-Ьф2 -  \Хф2\ • \Z\ -  (d -  2)|V0|2} > -oo, (3.2.15) м  1 2  J
then for any f  6 Cn (L),

1 _0 K<f>t
|VPt/ |  < ll^lloollV/Hooe-^* + H^L/IUIlV^Hooll^lloo , t > 0.

Proof. By an approximation argument, it suffices to prove for /  e 
Co°(M) with TV/ =  0. Let Д' and V' be associated to the metric 
(•,•)' =  ф~2(-, ■), under which дM  is convex according to Theorem 1.2.5. 
Then (see e.g. (2.2) in [Thalmaier and Wang (1998)])

<?!>2L = Д '+ Z', Z' ~ ф 2г + <̂ ^ \ ' ф 2.

By Theorem 1.2.4, for any X  6 TM  such that (X ,X )’ = 1, i.e. |X| = ф, 
we have

Ric'pf, X) = Ric(X, X) + (d — 2)<T1Hess^(X, X) + ^Аф2 -  (d -  2)|V0|2, 

and
{Vx Z ' , x y  = < r2(V*Z', x )  -  Ф~2{Х, V log0)(Z ',X ) -  (Z', V logф)

+ ф-2( х , г ' ) ( х , х \ о ё ф)
= (V xZ ,X )  + 2(Vlog(/>,X)(Z,X) + (d-2)</.-1Hess^(X,X) 

+  (d -  2)(X, Vlog/,)2 -  <pZ, V0) -  (d -  2)|V0|2.

Therefore, noting that |X| = ф.

m c'z , { x , x )  =  Ш с ' ( д , х )  -  (Vx z ' , x y
= Ricz (X, X) -  2(V log ф, X)(Z, X)

+ 1ьф2 - У -  2)(X,Vlog<A)2 (3.2.16)

> К </>2 + i i 0 2 -  |V02| • |Z| -  (d -  2)|V |̂2 z
> к ф.

Let be the semigroup of the reflecting diffusion process generated by 
L' := Д' + Z '. Since OM is convex under (•, •)', it follows from (3.2.16) and 
the proof of Corollary 3.2.6 that

p'(X't ,X't) < е~Кф1р'{х,у), x , y e M ,
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where p' is the Riemannian distance induced by (•, •)' and (X't ,X't) is the 
coupling by parallel displacement for the //-reflecting diffusion process 
starting from (x,y). Since 1 < ф, we have < p' < p, so that the
above inequality implies

p(X't,X[) < \\ф\\00еГКф1 p{x,y), t>  0. (3.2.17)
To derive the gradient estimate of Pt, we shall make time changes

Ш  = f  <t>2(x's)As, (y(t)=  f  ф2{Х'3)ds.
Jo Jo

Since L' — ф2Ь, we see that X t := X ' lf and X t := are generated
s i Sy

by L with reflecting boundary. Again by 1 < ф we have
\ \ Ф \ \ t >  o.

Combining this with (3.2.17) we arrive at
л  it)

I ф\х'а) ds
'(x'WAty'it)

= - 4 ° C 1(*)I
=  f e ° C 1(t) - 4 ° C 1WI

г&ЧФ
\Ф2{Х'3) -  02(A')|ds< - f

< I|V02||oo||^||oop(i;,2/) /  
Jo

(3.2.18)

e K*sds

< l i v ^ i u i l ^ i u a - e - ^ )
Krk P{x,y).

Therefore,
i f i / w  -  p , / w  i =

< щ /(*;,-.<„) -  / ( x ;_ 1(1))i +  i (3.2.19)

=: 7i + / 2-
By (3.2.17) and £“ 1 (t) < t we obtain

h  <  № / \ \ о с е ~ Кф1\\Ф \\ооР (х ,у ) .  (3.2.20)
Moreover, since /  € Cq°(M) with N f \dM = 0, it follows from the Ito 
formula and (3.2.18) that

h E
/*Sx

h p (' ^ ( t )  A4- X(t) ^HL'/llooEIC1^ ) - ^ - 1^)!

 ̂- 0 ^ 0*
100-------------P{x,y).

Combining this with (3.2.19) and (3.2.20) we complete the proof. □
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Combining Proposition 3.2.7 with Theorem 3.2.1, we obtain the follow­
ing result.

Corollary 3.2.8. Let Ric^ > К  for some constant К  If there exists 
ф eT> in (3.0.2) such that Кф > — oo, then

|VPt/ |  < M 00(Pt \ ^ f \ p/{p- 1))ip- 1)/p(x )e ^ K+< P))t (3.2.21)

holds fo rp £  [l,oo), f  € Cl(M) and := Ы{ф~1Ьф-(р+1)\V log ф\2}. 
Moreover,

2 (K + K ^ m l c  t > o, /  e Bb(M). (3.2.22)
exp [2(K + K ^ ) t \ - 1

Proof, (a) Since (3.2.21) is equivalent to

\Ptf { x ) - P tf{y)\ < ||0||ooe-(if+^ P))t / 1(Pt |V / r / ^ - 1) ) ^ - 1)/p(7s)|7s |ds
Jo

for any x,y  G M and any smooth curve 7 : [0,1] -* M  linking x and y, by 
an approximation argument it suffices to prove for /  € Cn (L). By the Ito 
formula, we have

<1ф-Р(Х,) =  (V</.-p(2sTt),u tdRt) +  Ьф-Р{Х,) dt +  N4>~p{Xt)dlt 

So,

< !уф-Р{Хг) ,и А В 1) -  рф-Р(Xt) { K ^ d t  + N logф(ХМ1г}.

Mt := Ф p{Xt) exp pK {p)t + p  C  N  log ф(Х3)<118
Jo

is a local sup-martingale. Thus, by the Fatou lemma, and noting that
Ф>  1,

Ex|<A-p(Xt)e x p r

< lim inf Eх {ф~р (Х(лСп) expn—>00

< ф~р(х) < 1.

рКф’Ч + p [  N  log ф(Х3)А13 
Jo

rtACn “I ^
pK {p)(t ACn ) + P jQ N logФ(Ха)61аj j

Therefore,

Еж exp p f  N  log ф(Х3)<113
. Jo

< \ m Pooe-pK*P)t, t>  0. (3.2.23)
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Since I > —N  log ф, by combining this with Theorem 3.2.1 for a — —N  log ф 
and Proposition 3.2.7, we obtain

|VPt/(x )|p < (Pt|V /|p/ (p- 1)(a:))p- 1Ex||Qt||p

< (Pt|V/|p/(p_1)(x))p-1Exexp - p K t + p  [  N  log ф(Х3)й13 
Jo

<II^IISo(A|V/|p/(p- 1)(x))p- 1e -p^ +< P))t

Therefore, the first inequality holds.
(b) Since (3.2.22) is equivalent to

Ptf{x) -  Ptf(y)

< IM
K  + K.(2)

Ф
\ l / 2  r l

(2) . .  “ I /  \is\(Ptf2)1/2bs)ds 
exp[2{K + -  1 /  Jo

for any x,y  e M  and any smooth curve 7 : [0,1] —t M  linking x and y, by 
the monotone class theorem, it suffices to prove for /  € Cn (L). Take

h ( s )
e 2(K+K™)S _  j  

e 2(K+K™)t _  l , se[o,f].

Then the second formula in (3.2.2) and (3.2.23) for p = 2 imply

: f  h'(s)2\\Qs\\2ds 
Jo

< [  ti{s)2 exp f -  2Ks +  2 Г  N  log ф{Хг)dlr
2 Jo L Jo

P  f2
|VPt/ | 2 < - ^ - E

ds

< 11011;
P t f 1E f h \ s )

Jo
2e-2 (K+K^)sds

(k + k ™) m i

exp[2(K  + K™)t] -  1
P t f 2 -

□
Finally, to conclude this section, we present an explicit construction of 

ф under the following assumption, which is trivial when M is compact.

(A3.2.1) At least one of the following holds:

(i) dM  is convex;
(ii) I is bounded and there exists r0 > 0 such that on the set droM := 

{x E M  : pa (ж) < го) pe is smooth, Z  is bounded, and Sect is bounded 
above.
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Under this assumption, we will be able to construct the desired function 
ф by using pg. Thus, to calculate Кф and l i f 1, we shall make use of the 
Laplacian comparison Theorem 1.2.3. To this end, for any в, k > 0, let

h ( s )  — cos V k  s  — —= sin V k  s,
V k

s >  0 .

Then h  1(0) k 1 2̂ arcsin ■ Moreover, let

6 = S(r0,er, k,9) -cr(l -  h(r0))d 1 

fo°(h(s) - / i ( r 0))d- 1ds'

Theorem  3.2.9. Assume (A3.2.1) and let К  G Сь(М) and a € Сь(дМ) 
such that Ricz  > К  and I > a. Then for any t > 0:

(1) There exists a progressively measurable process {Qs}SG[o,t] on 0lRd 
such that

Qo = I, HQsll < exp |  -  J  K (X r) d s -  j  cr(Xr)dlT , s G [0, t],

and for any h G Cll([0,t]) such that h(0) = 0, h(t) = 1,

U o'XPJix) = Ex {Q*uf1\ / f ( X t)}

= E* j lo h'(s)Q*sdBa| , f e C l ( M ) .

(2) Let К  and a be constant functions, and let I < в, S ec t^M  < k hold 
for some constants k,9 > 0. Then (3.2.22) and

Exe~pal* < ||^||Le“p^ P>t, x G M, t > 0 (3.2.24)

hold for ^ = 0 if dM is convex, and for

K (p) — S <j ~ sup \Z\ — (p+ 1 )(o-“ )2

and

1 +
pro pro

<5 J  (h(s) -  /i(r0))1_dds J  (h(r) -  h (r0))d_1dr

< 1 + 0̂

if (ii) in (A3.2.1 ) holds with ro < k x/2 arcsin ^==y.
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Proof. According to Theorem 3.2.1, it suffices to prove (2). Moreover, 
by Corollary 3.2.6, when dM  is convex the desired assertions follow imme­
diately by taking ф = 1 . So, it remains to prove (2) for о < 0 by using (ii) 
in (A3.2.1). The key point of the proof is to construct a suitable function 
ф by using pd.

Let ф = ip о pg, where
pr pro

<p(r) = 1 + <5 / {h(s) — h(ro))1~dds / (h(u) — h(ro))d~1du, r > 0.
JO J sAro

By an approximation argument we may regard ф as C°°-smooth (cf. page 
1436 in [Wang (2007a)]). Obviously, ф > 1, N  log ф — —о > —I. Since 
<p' > 0, according to Theorem 1.2.3(1), we have

AV ° Pd> ( —— J ~ ~  + t ") (Pd) > S ,  pa < An (3.2.25)

Since |V lo g | and |Z| are bounded on droM, this implies that Кф > — oo. 
Noting that <p' > 0, <p" < 0 so that ^  is decreasing, we have

-  -^ -^ '(O )  sup |Z| -  (p+ l)^'(O)2 
Ф Ф droM

= —S + o sup |Z| — (p+ l)o2.
9r0M

Therefore, the proof is complete by (3.2.22) and (3.2.23). □

3.3 Equivalent semigroup inequalities for curvature condi­
tion and lower bound of I

We first introduce equivalent semigroup inequalities for the lower bounds of 
Ric.z and I, which are corresponding to those in Theorem 2.3.1 for manifolds 
without boundary, then extend Theorem 2.7.1 to manifolds with boundary 
using the curvature-dimension condition and lower bound of I. The first 
part is mainly based on [Wang (2010b,d)], and the second part is new.

3.3.1 Equivalent statements for lower bounds ofR icz and I

Theorem 3.3.1. Assume (A3.2.1) and letpE  [l,oo),p = pA2. Then for 
any К  € Сь(М) and a e Съ(дМ), the following statements are equivalent 
to each other:

(1) Ricz > К  and I > a.
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(2) For any t>  0, x £ M, f  £ Cl (M),

\VPtf(x)\p < E*{|V /|p(Xt)exp [ - p j * K ( X s) d s - p j \ ( X s)dl3] y

(3) For any t > 0,x £ M  and positive f  £ Cl(M),

p[Ptf2 -  (■Ptf2/pr \ ( x )
4 (p ~  1)

< E * j |V / |2 *(Xt) j [ V 2 / :  SI a(^)d;.dsJ ;

where when p =  1 f/ie inequality is understood as its limit as p \ . l:
P t(f2 log / 2)(x) -  (Ptf 2(x)) logPt/ 2(x)

< 4E I | |V / |2(Xt) ^ <e - 2  £  * r ( X r ) d r - 2  S I  a ( X r )d * r d s

(4) For any t > 0, x £ M  and positive f  £ Cl(M),

|VPt/ | 2(x) < P tF  -  (P t f Y , 
p{p - 1)

Jo№x{(Pt -sf )2~P(Xs) exp[—2 f* K (X r)dr - 2  / Qs а(Хг)Шг]} )-Ч Я’ 
where when p = 1 the inequality is understood as its limit as p f  1 : 

|VPt/ | 2(x)
[Pt ( / l o g / ) - ( P t/)lo g P t/](x) _________<

/ 0f(E*{Pt_s/(X 5)ex p [-2 /0s tf(X r )dr -  2 / 0S(7(Xr )cl/r]})-4 S

Proof. By Theorem 3.2.9, it is easy to derive (2) from (1). Moreover, 
according to Theorems 3.2.3 and 3.2.4, we see that each of (2)-(4) implies 
(1). Finally, taking /  £ C°°(M) such that N f  = 0 and /  is constant 
outside a compact set, similarly to the proof of Theorem 2.3.1 we derive
(3) and (4) from (2). □

Next, the following is an extension of Theorem 2.3.3 to manifolds with 
convex boundary. See Theorem 4.4.2 in Chapter 4 for seven more equivalent 
transportation-cost inequalities.

Theorem  3.3.2. Letp £ [l,oo) and К  £ R be constants, and letpt (x,y) be 
the heat kernel of Pt w.r.t. a measure p equivalent to the volume measure. 
Then the following assertions are equivalent to each other:

(1) dM is convex and Ric^ > К .
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(2) For any x ,y  G M  and t> 0 ,  W p(SxPt, SyPt) < p(x,y)e~Kt holds. 
(2') For any Vi,V2 G P{M) and t> 0 ,

W£(v\Pt, v2Pt) < e -KtW P(^,u2)
holds.

(3) When p > 1, for any f  G B^(M),
Kpp(x,y)2 

2(p — \)(e2Kt — 1) J ’
(4) For any f  G Вь(М) with /  > 1,

{Ptf ) p(x) < Ptf p(y) exp x , y  G M ,t > 0.

Pt log f(x) < log Ptf(y)  + x ,y G M ,t>  0.
2(e2Kt -  1) ’ 

(5) When p > 1, for any t > 0 and x ,y  G M,

1 м М х ’ ^ Ш 7 ) У " М ^ } -
exp Kpp(x,y)2

(6) For any t > 0 and x, у G M,
l2(p — l)2(e2Kt -  1) 

Kp(x,y)2
f  Pt(x, z) log Pt---’Z- p,(dz) <

Jm Pt(y,z) 2{e2Kt — 1)
(7) For any 0 < s < t and 1 < qi < q2 satisfying (2.3.1),

{ P s ( P t - s f ) 92} ”  < ( P t f q i ) « ,  f  > 0 , f  G B b{ M ) .

(8) For any 0 < s < t and 0 < q2 < q\ or q2 < q\ < 0 such that (2.3.1) 
holds,

(■P tf4l) ^  < {PS(Pt-sf)q2} ” , /  > 0 , /  € Bb(M).
(9) \VPtf \p <e-PKtPt \Vf\P, f € C l ( M ) , t >  0.

(10) For any t > 0 and positive f  G C£(M),

(pA2){Pt/ 2 - ( P t | / | ^ r 2} ^  1 - e —2Kt
<

4(p Л 2 — 1) “  2K ‘
When p — 1 the inequality reduces to the log-Sobolev inequality

Pt(f2\og f2) - ( P tf 2)logPtf 2 < 

(11) For any t > 0 and positive f  G C£(M),

IVPtf l2 <

2(1 -2 Kt

К Pt |V/|2

2 ^  2K{Ptf ^  -  (PtfY * 2}(Ptf i 2- py
(p Л 2)(p Л 2 — l)(e2Kt — 1) 

When p ~  1 the inequality reduces to

|VPt/|2 <2 ^  2K{Pt ( f \o g f)  -  (Ptf )  log Ptf  }Ptf
a2Kt _  2
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(12) For any f  £ Вь(М) and t > 0,

|vpt/i2 ^ -  (Pticif))2}-

(13) For any f  £ Cl(M) and t > 0,

(14) For any f  £ Вь(М) and t > 0,

(15) For any smooth domain A с  M  and A(r) := {z £ M  : p(z, A) < r} for

Proof. Due to Theorems 3.1.3, 3.2.5 and 3.3.1, except (4) implying (1) 
all other implications can be proved as in the proof of Theorem 2.3.3. So, 
below we assume (4) and prove (1).

For a fixed point x £ M° and X  £ TXM , taking /  £ Cq°(M) such that 
V/(.x) =  X. Hess/(x) =  0 and /  =  0 in a neighborhood of dM , then the 
argument in (c) in the proof of Theorem 2.3.3 works also for the present 
case. Thus, (4) implies Ric^ > К .

Next, for x £ DM and X  £ TxdM, let /  £ C°°(M) be such that 
/  > l,N f\dM  — 0 and V /(x) =  X. We may further assume that /  is 
constant outside a compact set (see page 311 in [Wang (2010b)]). Let 
expf : TxdM  —> dM  be the exponential map on the Riemannian manifold 
dM  with the induced metric, and let

r  > 0,

1A  ( x ) ^  P i  1 A ( e ~ K t p { x , y ) )  (?/) > 1 — 0, X, у  G X I .

It = expf [—2fV log f ( x ) \ , t > 0.

Applying (4) to у = 7t we obtain

Pt log f{x) < log P tfb t)  +

Since /  satisfies the Neumann boundary condition, we have

Pt log f{x) = log f{x) + [  PSL log f{x)ds

Jo J Jo

(3.3.2)
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On the other hand, let X s be the L-reflecting diffusion process starting at 
x with local time ls on dM, and let o\ =  inf{s > 0 : p{x,Xs) > 1}. By 
Lemma 3.1.1 we have

— O(s) + |Vlog/ | 2(ж) + E /  (IV, V|Vlog f \ 2)(Xr)dlr.
Jo

Since /  satisfies the Neumann boundary condition so that 
(TV,V|Vlog/|2) = 2 / - 2Hess/(TV, V/), 

and since (V/, V(1V, V /)) = 0  implies
Hess/(TV, V /) = -(Vv/TV, V /) = I(V /, V /),

it follows that
Ps|V lo g /|20r) = |V lo g /|20r) + O(S)

+ 2 /(x) - 2I(V /, Vf)(x)ElaAai + o(E lsAffl).

Noting that due to Lemma 3.1.2 we have EZs/Wl = + o(s), thi
(3.3.2) yield (recall that Vf(x)  = X)

Ps|V lo g /|2(x) = E |V log /|2(XsAai) + o(a)

Pt log f(x) = log f(x)  + [  
Jo0

Ps-j~{x)ds -  |V lo g /|2(z)f
(3.3.3)

On the other hand, we have

Jo

ThusThus,

Combining this with (3.3.1) and (3.3.3) we arrive at

s  V ? F W ,(X ' X> + ‘’<1)'

) |V lo g / |2(x) (3.3.4)
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Obviously,

lirri _,
t—*o \/t

0.- L f i -  2Kt )
y / t \  1 — e~2Kt)

So, to derive I(X, X) > 0 from (3.3.4) it suffices to verify

Й5 ^ Г ( Р- f - ¥ ) (x)ds' 0' (33'5)
Noting that since f ~ l € C2(M) with L f - 1 bounded and TV/ -1  =  0, we 
have

p L f  PsL f  
S f  f

{x)

|e{(l/№) - - m + LH<Tk) ~ m)}f(Xs) f(x ) .

< (E(L f(X .)  -  L /(x))2) i/"(E(/(X s) - 1 -  f i x ) - 1)2) 1

+

^2^ 1/2 i'tgV t !  V  \ — 1 t (~ \  — 1 \2"\ l/ 2

L f(x )E  Г  L f (X r ) -1 dr 
Jo

= o (l)(E (/(X s) - 1 -  /fy ) - 1)2) 172 + О(s).

Since the bounded ness of L/ _1 and N  f ~ 1 = 0 imply

E (/(X . ) " 1 -  f i x ) - 1)2

— E

=  0 ( 8 ) ,

we conclude that

^V2 J \ x f ~ 1(Xr),urdBr) + L f - 1 (Xr)d7

L f  PsL f
’ /  /

(x) = o(y/s).

Therefore, (3.3.5) holds. □

According to Theorems 3.3.1 and 3.3.2, the argument in §2.3 also work 
for manifolds with convex boundary. Therefore, Theorems 2.4.1, 2.4.2 and
2.4.4 hold for the reflecting diffusion process provided I > 0. When дM  is 
non-convex, the situation is however very different.
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3.3.2 Equivalent inequalities for curvature-dimension con­
dition and lower bound of I

Corresponding to Theorem 2.7.1, we have the following equivalent state­
ments for (2.7.1) and I > a.

Theorem  3.3.3. Assume (A3.2.1). Let К  £ R,a  < 0 and n > d be 
constants. Then the following statements are equivalent to each other:

(1) (2.7.1) holds and I > a;
(2)

(3)

(4)

|VPt/|2 < e~2KtE { |V /|2(Xt)e~2<Tit}

-  -  f  e~2KsE{(Pt- sL f )2(Xs)e~2als }ds 
n Jo

holds for t > 0 and f  £ Cq(M) with N f\dM =  0;

i _  P- 2 Kt
|VPt/|2 < e -2iftE { |V /|2(Xt)e-2CTi' } ------ (ptL f )2

holds for t>  0 and f  £ Cq(M) with N f  \qm = 0;

Ptf 2 -  (Ptf ) 2 < 2E{|V /|2(At) [
Jo

e~2Kt - 1  + 2K t,
nK 2

'(PtLf)2

holds for t > 0 and f  £ Cq(M) with N f\dM =  0.

When fj = 0, i.e. dM is convex, they are also equivalent to

(5)

P t f 2 -  ( P t f )2 >  - ^ W P t f l 2 + ----- ^ ----- ( P t L f )2

holds for t > 0, /  £ Cq(M) with N f\gM = 0.

Proof. (1) implies (2). By the Ito formula and (1), there exists a local 
martingale Ms such that

d|VPt_s/ | 2(As) = dMs + {L|VPt_s/|2 -  2(VPt_s/, VLPt- sf ) } (X s)ds 
+  2I(VPt-s/,V P t_s/)(X s)dls

> dMs + {2A|VPt_s/ | 2(As) + ^ (P (_sL /)2}ds 

+ 2cr|VPt_s/ | 2(As)d/s, s£[0,t}.
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Then

[0,t] Э s ь* \VPt_sf \ 1 2(Xs)e~2<'Ks+als  ̂— — [ S(Pt- rL f )2(Xr)e~2(-Kr+<Tlr̂ dr
n Jo

is a local submartingale. Moreover, by Theorem 3.2.9 this process is square 
integrable, so that is indeed a submartingale. Thus, (2) holds.

(2) implies (3). It suffices to note that since a < 0,

E{{Pt-sL f )2{Xs)e-2 *°1*} > Ps{Pt-sL f )2 > (PtL f )2.

(3) implies (4 )/(5). By (3), the Markov property and the Jensen 
inequality, we have

- P s(Pt_s/)2 =  2Ps|VPt_,/|2ds
< 2e-2K<'t- s'>E{\Vf\2(Xt)e-2aVt- l' )} 

2(1 _ е- 2АГ(*-8))
nK -(PtLf)2, se[0,t}.

Integrating w.r.t. ds on [0, t] implies (4). When a — 0 the proof of (3) im­
plying (5) is similar to the case without boundary (see the proof of Theorem 
2.7.1).

(4)/(5) implies (1 ). Let x £ M \ d M .  By Lemma 3.1.1 we have 
F(lt > 0) < e~c/,‘ for some constant c > 0 and small t > 0. Then, similarly 
to the proof of Theorem 2.7.1, part “(3) implies (2.7.1)”, it is easy to see 
that instead of (3) therein the present (4) implies (2.7.1) as well. Moreover, 
since (4) is stronger than Theorem 3.3.1(3) for p = 2, it also implies I > a. 
Similarly, when (5) implies (1) for a =  0. □

Moreover, when dM  is convex we have N\VJ\2\qm > 0 for /  satisfying 
the Neumann boundary condition. Then repeating the proof of Corollary
2.7.3 and using Theorem 3.3.3 for К  = a = 0 in place of Theorem 2.7.1, 
we obtain the following result.

Corollary 3.3.4. Let n > d and К  = 0. Then each of the following
inequalities is equivalent to (2.7.1) and I > 0.

(1) (Ptf)L(logPtf )  > Pt ( / lo g /) ( l  + ^L logP t/ )  holds for all strictly pos­
itive f  £ С£°(М) and t>  0.

(2) fLPt/  —f(P t/) lo g ( l + fL lo g P t/ )  < P t( f \ o g f ) - ( P tf)\ogPtf  holds 
for all strictly positive f  £ C^°(M) and t > 0.

(3) Pt( / I o g / ) - ( P t/)lo g P t/  < tL P J +  f  (Pt/ )  log (1 -  2tPt^ } ° g /)) holds
for all strictly positive f  £ C^°(M) and t > 0.
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(4)

(5)

(6)

For any q\ > q% > 0 and t\,tz  > 0 such that t := 2(t\q\ — 2̂̂ 2) > 0,

(Ptieq < (Pt3eqif) v t f * t 2 ^  ( 2(gi ~ 92) )̂

holds for all f  £ Вь(М).
For any о £ M ,t \ , t2 > 0 and positive f  £ Вь(М) with Ptlf{o) = 1,

W $ (fP t l {o, • ) ,  Pt2(o, O ) 2  <  4 t 1 { p t l ( / l o g / ) ( o )  +  \  ( |  -  1  -  l Q g  | )  } •

For any о £ M ,t \ , t2 > 0 and strictly positive f  £ Cf°(M) with
PtJ{6 ) =  1,

W * (fP t l (o,-),Pt2(o,-))2

< 4*i +  ^ ( pt J )  log ( l  -
2t1Ptlf L \ o g f \

nPtJ  )

3.4 Harnack inequalities for SDEs on and extension to 
non-convex manifolds

The purpose of this section is to establish Harnack inequalities on manifolds 
with non-convex boundary. As we do not have effective coupling argument 
for the reflecting diffusion processes on non-convex manifolds, we will take 
a conformal change of metric {•, ■)' := ф~2{-, ■) as in Theorem 1.2.5 to make 
the boundary convex. According to the proof of Proposition 3.2.7, under 
the new metric the generator L := A + Z  becomes to ф~2(А' + Z') for 
some vector field Z ', where Д' is the Laplacian induced by the new metric. 
This suggests us to investigate the reflecting diffusion processes with non­
constant diffusion coefficients on convex manifolds. In order to make our 
argument easy to follow, we start from a stochastic differential equation on 
Rd with non-constant diffusion coefficient, which is interesting by itself.

Consider the following SDE on Rd:
dX t -  a(t, X t)dBt + b(t, X t)dt, (3.4.1)

where Bt is the d-dimensional Brownian motion on a complete filtered prob­
ability space (fi, {Ft }t>o, P), and

a : [0, 00) x —» Rd <g> Rd, b : [0, o o J x R ^  Rd
are measurable and continuous in the second variable. Throughout the 
paper we assume that for any X 0 £ the equation (3.4.1) has a unique 
strong solution which is non-explosive and continuous in t.
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Let X'f be the solution to (3.4.1) for X q =  x. We aim to establish the 
Harnack inequality for the operator Pt:

Ptf(x)  := Ef (X f ) ,  t > 0 , x 6 R d, f e  B+(Rd),

where B^ (Kd) is the class of all bounded non-negative measurable functions 
on Rd. To this end, we shall make use of the following assumptions.

(A3.4.1) There exists an increasing function К  : [0, oo) —> R such that for 
all x, у € Rd, t > 0,

\\a{t,x) -  a(t,y)\\2HS + 2(b(t,x) -  b ( t ,y ) ,x -  y) < K t\ x - y \ 2.

(A3.4.2) There exists a decreasing function Л : [0, oo) —> (0, oo) such that 

a[t, x)*a(t, x) > X2I, x e R d, t> 0 .

(A3.4.3) There exists an increasing function S : [0, oo) —> (0, oo) such that 

\(a(t,x) -  a(t,y))*(x -  y)\ < 8 t\x-y\,  x, у e Rd, t > 0.

(A3.4.4) For n > 1 there exists a constant cn > 0 such that

||cr(f,:r) -  a(t,y)\\HS + |b(t,x) -  b{t,y)\ < cn\x -  у |, |a;|,|y|,f < n.

It is well known that (A3.4.1) ensures the uniqueness of the solution 
to (3.4.1) while (A3.4.4) implies the existence and the uniqueness of the 
strong solution. On the other hand, if b and a depend only on the variable 
x € Rd, then their continuity in x implies the existence of weak solu­
tions (see Theorem 2.3 in [Ikeda and Watanabe (1989)]), so that by the 
Yamada-Watanabe principle [Yamada and Watanabe (1971)], the unique­
ness ensured by (A3.4.1) implies the existence and uniqueness of the strong 
solution.

Note that if a(t, x) and b(t, x) are deterministic and independent of t, 
then the solution is a time-homogeneous Markov process generated by

Y d d
L . — ^   ̂ o>ij di Oj -f- ^   ̂bi Oi,

i,j=1 г=1

where a := асr*. If further more a and b are smooth, we may consider the 
Bakry-Emery curvature condition:

Г2( / ,Л  > - K T ( f , f ) ,  f  € C°°(Rd) (3.4.2)
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for some constant К  £ R, where 

1 d
Г(/,<?) := x E  аи Ш Щ д ) ,  /> 9 € C1^ ) ,

i , j = 1

T 2 ( f , f ) : = l- L T ( f J ) - T ( f , L f ) ,  f  e C ° *)•

Then by Theorem 2.3.3(3), the dimension-free Harnack inequality
PPa(x,y)2

( P t f ( x ) ) p <  ( P t f p { y ) )  exp L2(p — 1)(1 — e~2Kt)l 

holds for t > 0,p > 1 ,/  £ B^ (Rd),x ,y  £ Rd, and

Pa(x,y) := sup { \ f ( x ) - f ( y ) \ :  /  € С'1(Ксг) ,Г ( / ,/ )  < l}, x ,y  £

On the other hand, however, in high dimensions it is very hard to verify the 
curvature condition (3.4.2) since it depends on second order derivatives of 
a-1 , the inverse matrix of a. This is the main reason why existing results 
on the dimension-free Harnack inequality for SPDEs are only proved for 
the additive noise case (i.e. cr is constant).

To handle the non-constant diffusion coefficient case, we first construct 
the coupling by change of measure required for the Harnack inequality 
according to Theorem 1.3.7.

3.4.1 Construction of the coupling

Let x,y  € Rd,T  > 0 and p > (1 + $т/^т)2 be fixed such that x Ф y. We 
have

<3'43)
For в £ (0, 2), let

6  =  ^ (1 - eifr(t- T)), t £ [0,T],

Then £ is smooth and strictly positive on [0, T) such that

2 -К т Ь + &  = 6, t £ [0, Т]. (3.4.4)

Consider the coupling

dXt = o(t, X t)dBt + b(t,Xt)dt, X 0 = x,
< dfy = a(t, Yt)dBt + b(t, Yt)dt

+ f t o{t,Yt)o{t,Xt) - \ X t -  Yt)dt, Y0 = y.
(3.4.5)
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Since the additional drift term £t~V(f, y)cr(t, x)~1(x — y) is locally Lips- 
chitzian in у if (A3.4.4) holds, and continuous in у when a and b are 
deterministic and time independent, the coupling (Xt,Yt) is a well defined 
continuous process for t < Тл£, where (  is the explosion time of Yt ; namely, 
C  =  H m ^ o o  C n  for

C n  := inf{t € [0,T) : |Yt | > n}, 
where we set inf 0 — T. Let

d Bt = d Bt + X t) - \ X t -  Yt)dt, t < T  Л <.

If С =  T  and

Rs :=exp  ̂-  J ‘ ^ H ^ X t y ^ X t - Y t ^ d B t )

i f
2 Jo £ f > ( t ,X t) - \ X t - Y t)\Mt

is a uniformly integrable martingale for s € [0, T), then by the martingale 
convergence theorem, Rt  := limt\T Rt exists and {Rt}te[o,T] is a martin­
gale. In this case, by the Girsanov theorem {Bt}te[o,T) is a d-dimensional 
Brownian motion under the probability Rt F. Rewrite (3.4.5) as

(3.4.6)

Ldf is

ГdXt = a(t, X t)dBt + b{t, X t)dt -  * ^ d t ,  X 0 = x,
\dYt =  a(t, Yt)dBt + b(t, Yt)dt, Y0 -  У-

Since j f  Z i 'd t  =  oo, we will see that the additional drift 
strong enough to force the coupling to be successful up to time T. So, 
we first prove the uniform integrability of {RSAc}se[o,T) w.r.t. P so that 
Rtac limsf r  -Rsac exists, then prove that £ = T  Q-a.s. for Q := Rta(P 
so that Q = Rt F- 

Let
rn = in f{ te [0 ,T ): |X f| + |Yt |> n } .

Since X t is non-explosive as assumed, we have t„ t  C  as n t  oo.

Lemma 3.4.1. Assume (A3.4.1) and (A3.4.2). Let в e (0,2) ,x ,y  6 
and T  > 0 be fixed.

(1) There holds

S 2 W (2 K- m - e - * T - r y
Consequently,

R sa£ • iip^ RsATnA{T—\/n)i s  E [0,X1], Rt Aq ■ iifll-^sA^nfoo
exist such that {RSAc)se[o,T] ls a uniformly integrable martingale.
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(2) Let Q = RtacP- Then Q(£ =  T) =  1 so that Q =  Rt P.

Proof. (1) Let s € [0,T) be fixed. By (3.4.6), (A3.4.1) and the Ito 
formula,

d|X t -  Ft|2 < 2((*(t,Xt) -  a(t,Yt))(Xt -  Yt),dBt) + KT \Xt -  Yt \2dt 

- ? - \ X t - Y t \2dt
St

holds for t < s Л тп. Combining this with (3.4.4) we obtain

^  < ~((cr(t,Xt) -  o(t,Yt))(Xt - Y t),dBt)

\X t~ Y t \ \ n r,  ,  ,
------ 3 ------ (2 -  KTht + St)dt

= ?-((o(t, X t) -  a(t, Yt))(Xt -  Yt),dBt)
St

0
-  72 |At -  Yt|2df, ( < s At„.

s t

Multiplying by i  and integrating from 0 to s A r„ , we obtain

(3.4.7)

/•sAr,

Jo
\Xt - Y t \

e?
-dt

psATn

*6
(И *, Xt) -  o(t, Yt))(Xt -  Yt), dBt)

\xsATn -  i w j 2 +  I® -  y\2
8£s/\ Tn OSo

By the Girsanov theorem, {-Bt}t<rnAs is the d-dimensional Brownian mo­
tion under the probability measure RsATnV. So, taking expectation ES)„ 
with respect to Д.,ЛТпР, we arrive at

E. r
1 ,П  /

Jo
|Xt - Y t |2 , I*-i t  1 -dt < У?

et
, s 6 [0,T),n > 1. (3.4.8)

By (A3.4.2) and the definitions of Rt and Bt, we have 
log Rr

1 f r \cr(t, Xt)_1(At -  Yt)\2
= ~ f  j t (* { t ,X t ) - \X t -  Yt),dBt) +

< -  [  U a { t , X t) - \ X t - Y t)ABt) + J j  [Jo St Jo
1 f r \ X t - Y t I

dt

-dt, r < s Л r„.

Since {Bt} is the d-dimensional Brownian motion under 7?.sATriP up to sArn, 
combining this with (3.4.8) we obtain

ЕЯзлт„ logRsATn = Es,„ logRsATn < 2̂\T ~Q£0 ’ s 6 I0’T '>’n -
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By the martingale convergence theorem and the Fatou lemma, {Rs/\$ : s £ 
[0, T]} is a well-defined martingale with

\ x - y \ 2 KT\ x - y \2
ЕДзлг log Rsac < s£[0 ,T \.2 X ^ o  2Â 6>(2 -  0)(1 - е~КтТУ 

To see that {Rsa( ■ s £ [0,T]} is a martingale, let 0 < s < t < T. 
By the dominated convergence theorem and the martingale property of 
{Я«лт„ : s £ [0,T)}, we have

E ^ acI-̂ s) =  E^lirn^ RtATnA(T— 1/n) \FS) lim E(i?tArnA(T—l/n)\'Fs)

= lim R3/\Tn
n —to o

R.sA£*
(2) Let crn = inf{f > 0 : \Xt \ > n}. We have an t  oo P-a.s and hence, 

also Q-a.s. Since {Bt} is a Q-Brownian motion up to T  A (, it follows from 
(3.4.7) that

(n — m)2
(dm > t, Cn < t) < Eq < у I2

£  in  "  'i l l  —: £  —: £
s0 StAcrmAC„ ?0

holds for all n > m  > 0 and t £ [0, T). By letting first n |  oo then m  t  oo, 
we obtain Q(£ < t) =  0 for all t £ [0, T). This is equivalent to Q(£ = T) =  1 
according to the definition of £. □

Lemma 3.4.1 ensures that under Q := ДтлcE> {B«}te[o,T] is a Brownian 
motion. Then by (3.4.6), the coupling (Xt ,Yt ) is well-constructed under 
Q for t £ [0, Т]. Since f f  1 At = oo, we shall see that the coupling is 
successful up to time T, so that X t  =  Tr holds Q-a.s. (see the proof of 
Theorem 3.4.3 below). This will provide the desired Harnack inequality for 
Pt according to Theorem 1.3.7 provided Rtac. has finite p/(p — l)-moment. 
The next lemma provides an explicit upper bound on moments of Rta£-

Lemma 3.4.2. Assume (A3.4.1)-(A3.4.3). Let Rt and be fixed for 
в = От- We have

0 \ [ • *  \Xt - Y t \2sup E<.RsA£exp
s€[0,T] l 8 S2

Г 1 | x , - r , p J ll  3  dJ)
< exp 0TK T\x -  у |2

Consequently,
4<5§,(2 -  0T){\ — е~КтТ)

sup Е^ аГ  < exp 
se[o,T]

holds for

0тКт{25т + 0t Xt )\x — y \2
8Sj-(2 — 0t ){St  + 0тХт){1 — e

rT
X2T02T

*16‘f  -(- ■]()'[■ Xj'S'j-

(3.4.9)

(3.4.10)
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Proof. Let в — 6т- By (3.4.7), for any r > 0 we have

Es,n exp

< exp 

x E.

< exp

f«Ar, 
Г /

L Jo 
r\x — у |2

\Xt — Yt \ dt

вт£о
Г 2 r rs/KTn 1

exp — J  ~((o(t, X t) -  a(t, Yt)){Xt -  Yt), dBt)

rKT\x -  у |2
1вт{ 2 - в т) ( 1 - е - 1<тТ)}

x Ев)П exp 8 r 24  rsATn
e\ f

\Xt -  Yt \2
8

dt
1/2

where the last step is due to (A3.4.3) and the fact that

EeMt < (Ee2{M)t)1/2
G2for a continuous exponential integrable martingale Mt. Taking r = jpjr, we 

arrive at, for all n > 1,

Es>n exp
8 S2 J0

I X t -  Yt |
&

-dt < exp 6TKT \ x - y \ 2
462{ 2 - е т) ( 1 - е - к тТ)\

This implies (3.4.9) by letting n -» oo.
Next, by (A3.4.2) and the definition of Rs, we have

ERl+rTf  = Es,niC r„

= Es,n exp
rS / \T n  1

_Г Т Уо J-t ( ^ X t) - \ X t - Y t),dBt) ( 3 4 n )

гг  Г лт" И t ,X t) - \ X t - Y t)\2 ~
2 Jo $

Noting that for any exponential integrable martingale Mt w.r.t. R.sj\tJ?, 
one has

Es,n exp [rTMt + rT(M)t/ 2]
= ESi„exp[rTMt -  r^q(M)t/ 2 + rT(qrT + l)(M )t/2]

< (Es,n exp[rTgMt - r ^ 2(M)t/2])1/?
Тг9(Тг9 + 1) __  П \ (9—!)/9

(Ee,„

(e .,„ exp

6XP 2( , - l )
rTq(rTq + 1)

2 (9-1)
, 9 > 1 .
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it follows from (3.4.11) that 

exp qrT(qrT + 1) f AT" \Xt - Y t \2
[ 2 ( q - l ) \ 2T I

d t

Take

q = i +  \A  + rTl ,
which minimizes q(qrr +  !)/(<? — 1) such that

qrT(qrT + 1) rT + y/rT{rT + 1) ,  , , , /— ,-----г-гтл

-'T \ A  т  ’ T

(гт + y /r \  + rT)2 _  9^

{Q-1)/9

(3.4.12)

(3.4.13)

(3.4.14)

2A^ 86j , '
Combining (3.4.12) with (3.4.9) and (3.4.14), and noting that due to
(3.4.13) and the definition of гт

-  1 _  _ / 1 + r.-1

q 1 -f yj 1 + rTx

2(5 j 1 + Oj'Xj1
2(5j’ -f- 20t \ t

we obtain

<  exp 9t Kt (26t  + 0тАг)|® — г/|2
l.8<5f,(2 -  0t )(£t + 6>t At )(1 -  e - ^ T ) ,

According to the Fatou lemma, the proof is then completed by letting
n -A oo. □

3.4.2 H am ack inequality on Rd

Theorem  3.4.3. Let a(t,x) and b(t,x) either be deterministic and inde­
pendent oft, or satisfy (A3.4.4).

(1) If (A3.4.1) and (A3.4.2) hold then

PT log f(y)  < log PTf(x )  +  Д Т), /  > l , x ,y  G Rd,T > 0.

(2) //(A 3 .4.1), (A3.4.2) and (A3.4.3) hold, then for p > (1 +  |^-)2 and 
6р,т •= max{<5r, ^-(y/p  — 1)}, the Hamack inequality

K Ty/p{s/p- l ) \ x - y \ 2
(Prf(y))p < (P r fv{x)) exp

holds for all T  > 0, x, у 6 and f  £ B f
-4<5р,т[(-у/Р ~ 1)Ат -  р̂,т](1 -  e k t T )

;+
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Proof. (1) By Lemma 3.4.1, {/?.sAc}se[Q,T] is a uniformly integrable mar­
tingale and {B t}t<T is a d-dimensional Brownian motion under the proba­
bility Q. Thus, Yt can be solved up to time T. Let 

r  = inf{t 6 [0,T] : X t = Y t}
and set inf 0 =  oo by convention. We claim that т < T  and thus, X t  = 
Yt , Q-a.s. Indeed, if for some w £ tt such that т(ш) > T, by the continuity 
of the processes we have

So,

inf \Xtte[o,r] Yt |2(w) > 0.

fJo
\Xt - Y t \

$
-d t =  oo

holds on the set {r > T}. But according to Lemma 3.4.2 we have
rT \Xt -  Yt|2Eq [

Jo
-dt < oo,

we conclude that Q(r > T) = 0. Therefore, X t  = Yt  Q-a.s.
Now, combining Lemma 3.4.1 with X t  = Yt  and using the Young 

inequality, for /  > 1 we have
Pt  log f{y) = EQ[log f(YT)] = Е[ДТЛ< log f ( X T)]

< ЕДтлс log P t a  ̂ + log Е / ( X t )

< logPTf(x)  + 2А2 0(2 - 0)(1 - е -* т Т ) -
This completes the proof of (1) by taking 0= 1.

(2) Since (A3.4.3) holds for 6t ,p in place of St , it suffices to prove the 
Harnack inequality for St  in place of 6t ,p■ Let 0 = От- Since X t  = Yt  and 
{Bt}te[o,T] is the d-dimensional Brownian motion under Q, we have

’ (Рт К у)Г = (Eq[/(Yt )])p -  (Е[ЯГлС/(Х г)])р 
< (Р т /р(^))(ЕДр/л(р- 1))р- 1.

Due to (3.4.3) we see that
=  1 +

p  — 1 4S t  ( S t  T  Ot ^ t )

So, it follows from Lemma 3.4.2 and (3.4.3) that
p—l

'тле
(p — 1)0t K t (2St  +  0t ^t )\% — y\2

(3.4.15)

(ЕДр/л(р-1))р_1 =  (ER1T+ArcT)p~

< exp

= exp

.8<5j.(2 — От)(St  + 0т^т)О ~ ® КтТ  ̂
К т ^ р ( ^ Р ~ 1 ) \х - у \2

■^т[(у/р— 1)Ат -  <5т](1 -  е KtT)J 
Then the proof is finished by combining this with (3.4.15) □
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Let pt(x,y) be the density of Pt w.r.t. a Radon measure p. Then ac­
cording to Proposition 1.4.4, the above log-Harnack inequality and Harnack 
inequality are equivalent to the following heat kernel inequalities respec­
tively:

L  PT{X' Z)l0g £  2Л Й  -  Г-"Хт) ■ <3-4Л6>

and

1 М х 'г ) ( ш * >  M(dJ)

< exp KTy/p \x  -  7/|2
-4<?р,т(л/Р + 1)[(\/Р _ 1)-Vr -  £р,т](1 -  e KtT)]•

(3.4.17)

for x ,y  £ lRrf, T > 0. So, the following is a direct consequence of Theorem 
3.4.3.

Corollary 3.4.4. Let a(t,x) and b(t,x) either be deterministic and inde­
pendent of t, or satisfy (A3.4.4). Let Pt have a strictly positive density 
Pt{x,y) w.r.t. a Radon measure p. Then (A3.4.1) and (A3.4.2) imply 
(3.4.16), while (A3.4.1)-(A3.4.3) imply (3.4.17).

Finally, according to the proof of Theorem 2.4.2, the Harnack inequality 
with power in Theorem 3.4.3(2) implies the following contractivity proper­
ties of Pf.

Corollary 3.4.5. Let o(t,x) and b(t. x) be deterministic and independent 
of t, such that (A3.4.1)-(A3.4.3) hold for constant K, A and 6. Let Pt 
have an invariant probability measure p.

(1) If there exists r > K +/ A2 such that p(er^'^) < oo, then Pt is hypercon- 
tractive, i.e. \\Pt\\L2(n)^L4(p) = 1 holds for some t > 0.

(2) ///r(erl l2) < oo holds for all r > 0, then Pt is supercontractive, i.e. 
ll-Pt||L2(/j)->z,4(M) < oo holds for all t > 0.

(3) If  Pterl'i is bounded for any t, r > 0, then Pt is ultracontractive, i.e. 
||-Pt||L2(p)->L~(p) < oo for any t > 0.

3.4.3 Extension to manifolds with convex boundary

Let Pt be the (Neumann) semigroup generated by

L := ip2{& + Z)
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on M  with boundary dM , where ip € Cp (M) and Z  is a C1 vector field on 
M. Assume that ip is bounded and

Ricz > К  (3.4.18)

holds for some constant K. Let

4  = K-\\iP\\lo + 2||Z|U|VV>HooMoo +  (d -  1)||VVC- (3.4.19)
Then the (reflecting) diffusion process generated by L is non-explosive.

To formulate Pt as the semigroup associated to a SDE like (3.4.1), we
set

a = V2ip, b = ip2Z. (3.4.20)

Let d/ denote the Ito differential on M. In local coordinates the Ito differ­
ential for a continuous semi-martingale Xt on M  is given by (see [Emery 
(1989)] or [Arnaudon et al (2006)])

1 ^
(diX t)k =  d X k + -  £  Yki3{Xt)d { X \X i)u 1 < k < d .

i,j=1

Then Pt is the semigroup for the solution to the SDE

d jX t = a{Xt)utdBt + b(Xt)dt + N (X t)dlt , (3.4.21)

where Bt is the d-dimensional Brownian motion on a complete filtered prob­
ability space (fl, {d-t}t>0)P)> ut is the horizontal lift of X t onto the frame 
bundle O(M), and It is the local time of X t on dM. When dM  = 0, we 
simply set It = 0.

To derive the Harnack inequality as in Section 2, we assume that

Л := inf a > 0, S := sup a — inf a < oo. (3.4.22)

Now, let x,y  £ M  and T  > 0 be fixed. Let p be the Riemannian distance 
on M, i.e. p(x, y) is the length of the minimal geodesic on M  linking x  and 
y, which exits if dM  is either convex or empty.

Let X t solve (3.4.21) with Xo =  x. Next, for any strictly positive 
function £ G C([0,T)), let Yt solve

d iYt =  a{Yt)Pxt,YtutdBt + b{Yt)dt
_  ^(Yt)p{Xu Yt_)V p + N (y t)djt

for Yo = y, where lt is the local time of Yt on dM. In the spirit of The­
orem 3.2.5, we may assume that the cut-locus of M  is empty such that



178 Analysis for Diffusion Processes on Riemannian Manifolds

the parallel displacement is smooth. Otherwise, one only needs to replace 
щ 1 P x t ,Yt U t d B t  by a new Brownian motion B t satisfying

1{ (^ t ,V i)^ c u t (M )}d B t =  \{(X t,Y t)< fc \A {M )}U tl P x u Ytu A B t ,

where ut is the horizontal lift of Yt .
Let

dBt = dBt + Yt)(Xt)dt, t < T.£t<T(Xt)

By the Girsanov theorem, for any s € (0, T) the process is the d-
dimensional Brownian motion under the changed probability measure RsP, 
where

p(Xt,Yt) jRs := exp f S M x t )
(Vp(;Yt)(Xt),utdBt)

1 Г  p{Xu Ytf- \ L et ° { x ty
df

Thus, by (3.4.21) we have

d jX t = (T{Xt)utdBt + b(Xt)dt

-  p[Xtb Yt) Vp(-, Yt){Xt)dt +  N (X t)dlu

djYt =  a ( Y t ) P X t ,Yt u t d B t + b(Yt)dt +  N(Yt)dlt .

By Ito’s formula, we obtain

dP(Xu Yt) < <T(Xt)(Vp(;Yt)(Xt),utdBt)
+  a(Yt)(Xp(Xt , ■) ( Y t ) ,  P X u Yt u t d B t )

+ {(ft, Vp(-,Yt))(Xt) + (b,Xp(Xt,-))(Yt)
d- 1

+ t , u M x „ Y . ) -  d ^ d * )} d < ,
i=l ^

(3.4.23)

(3.4.24)

where (1/г}г=1 are vector fields on M  x M  such that '\JUl(Xt) Yt) = 0 and

Ui{Xu Yt) = ip(Xt)Vi +  iP(Yt)PXt,YtVi, l < i < d - l

for an ONB of TXtM  with Vd = Xp(-,Yt)(Xt).
In order to calculate Ufp(Xt,Yt), we adopt the second variational for­

mula for the distance. Let pt = p(Xt ,Yt) and let be Jacobi fields
along the minimal geodesic 7 : [0, pt] M  from X t to Yt such that 
Ji(0) — ip(Xt)Vi and Ji(pt) = ip(Yt)Pxt,YtVi, 1 < i  < d — 1 . Note that
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the existence of 7 is ensured by the convexity of dM. Then, by the second 
variational formula and noting that 'VUl(Xt, Yt) = 0, we have

I  : = T U ? p (X t,Yt) = T  Г { | У ^ | 2 - < 7 г ( 7 , а д ,7 ) } ( ^ ,  (3.4.25)
i=i i=iJo

where 1Z is the curvature tensor. Let

Ms) = ( - W t )  + ?^Tp(Xt))Py(0)Ms)M 1 < * < d -  1.

We have J*(0) =  Jj(0) and M Pt) — MPt)> 1 < * < d — 1. By the index 
lemma,

1 ^  E  Г  {iv ^ i 2 -  (k m m m W s^ s
i= 1

< (d-l)||VV>||^Pt

-  \  f  {sip(Yt) + (pt -  s)^(Xt)}2Ric(7 (s),7 (s))ds. 
Pt Jo

Moreover,

(6,vp(-,y t))(x t) +  (b ,vp№ ,- ) )m )

= 2̂ ^{(si/;(F t) +  (pt -s)V ’(A't))2(Z(7 (s)),7 (s))}ds

=  4 4  [  (sip(Yt) + (pt -  s>0№ ))2((V-yZ) ° 7 ,7 )(s)ds 
Pt lz Jo

+ [  (Z°'y,i)(s)(%l;(Yt)- 'ip (X t))(sil;(Yt) + (p t-s)ip{X t))ds 
Jo

< 4 /  {siPiYt) + {pt — s)ip(Xt))2 ((X j Z )  о 7 ,7 )(s)ds
Pt Jo

+ 2||z|U № lU|V tf||ooPt.

(3.4.26)

(3.4.27)

Finally, we have

(Xp(Xu -)(Yt),PXtXtutdBt) = {PYuXy p { X u -){Yt\ u tdBt)

= -(Vp(-,Yt){Xt),utdBt).

Combining this with (3.4.24) - (3.4.27), we arrive at

dp(Xt,Yt) < (cr(Xt) - a ( Y t))(Xp(;Yt)(Xt),utdBt)

+ K^p(Xt, Yt)dt -  p{XtX ^ dt, t < T.
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Then this implies that

d p{Xt; Yt)2 < ^ p ( X u Yt)(o(Xt) -  o(Yt))(Wp(;Yt)(Xt),utdBt)
St St (3.4.28)

holds for t < T  and
Кф + ||Vo-Цоо — 2(к,/, +  lIVV'lloo). (3.4.29)

In particular, letting

6  -  ^ ( l  - е й*(‘- т >), t e [о,т],ве (0, 2),
Кф

we have
2 — k,p£t + Ct — $■

Therefore, the following result follows immediately by repeating calcula­
tions in the last subsection.

Theorem  3.4.6. Assume that dM is either empty or convex. Let (3.4.18) 
hold for some constant К  and let and Z, %p, Vip be bounded. Let кф be 
given by (3.4.19) and (3.4.29). Then all assertions in Theorem 3.4.3 and 
Corollaries 3.4.4 and 3.4.5 hold for Pt the (Neumann) semigroup generated 
by L = гр2(А +  Z) on M, and for constant functions К. := кф, S. := 
sup ip — inf гр and A. := inf |^ |, and for p(x, y) in place of \x — у |.

3.4.4 Neumann semigroup on non-convex manifolds

Assume that V ф 0 and for some constant Ко € M such that (3.4.18) holds. 
To make the boundary convex, let ф € T>. By Theorem 1.2.5, dM  is convex 
under the metric

Let Д' and V' be the Laplacian and gradient induced by the new metric. 
Since ф > 1, p(x, у) is larger than p'(x, y), the Riemannian distance between 
x and у induced by (•, •)'. Moreover, according to the proof of Proposition 
3.2.7 we have

where Кф is given in (3.2.15). Applying Theorem 3.4.6 to the convex man­
ifold (M, (•, •)'), гр = ф~1 and (note that ||</>_1||oo = 1)

(;■)':= <T2(v>.

L = ф ~ \А ' + Z'), Ric'z , > - К ф( •)',

кф = 2Кф + ц г ' \ \ 00\\хТф-1\\'00 + 2d(||V> - 1||^)2

= 2К -  + А\\фг + ( d -  2)V0||oo|| V log ф\\х  + 2d\\V logфЩ.
(3.4.30)
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where || • ||' is the norm induced by (•, •)' and we have used that /  > 1 , we 
obtain the following result.

Theorem  3.4.7. Let (3.4.18) hold. For any ф £ T> in (3.0.2), let kp be 
fixed by (3.2.15) and (3.4.30). Then all assertions in Theorem 3.4.3 and 
Corollaries 3.4.4 and 3.4.5 hold for constant functions K. = k^,S. 1 —
inf^-1 , and A. := in f^ -1 , and for p(x,y) in place of\x — y\.

3.5 Functional inequalities

In this section we intend to investigate functional inequalities for the reflect­
ing diffusion processes on non-convex manifolds. We first present explicit es­
timates for the spectral gap and the log-Sobolev constants on compact man­
ifolds, then present sufficient and necessary conditions for the log-Sobolev 
inequality to hold on non-compact manifolds. Stronger inequalities im­
plying the supercontractivity and the ultracontractivity properties are also 
considered. This section is mainly based on [Wang (2005b, 2007a, 2009a)].

Throughout this section, let Z  =  S7V for some V £ C2(M) such that 
p(dx) = eV'x}(ix is a probability measure. Thus, Pt is symmetric in L2(/i) 
with Dirichlet form

where V{£) = H 2,1(p) is the completion of Cq°(M) under the Sobolev 
norm ||/ | |2,i>M := \/т(Р)  + M |V /|2).

3.5.1 Estimates for inequality constants on compact mani-

Let Ф : /  —> M be a convex (72-function, where f  is a (not necessarily 
bounded) interval. We define the Ф-entropy w.r.t. p by

Since Ф is convex, the Jensen inequality implies that Ent[]’(/) > 0. For 
instance, if Ф(г) := r 2 and /  = R then Ent.]]’(/) reduces to the variance 
VarM(/) := p ( /2) — p ( /)2, while if Ф(г) := rlog r and I  = [0,oo), then 
Ent^(/) coincides with the relative entropy EntM(/) := p(/log[//p(/)]). 
Moreover, the convexity of Ф also implies Ф(а, / )  := Ф(/) — Ф(а) — Ф,(а )(/— 
a) > 0 for a 6 I  and

£(/,<?) = M (V /,V 5» , f ,g  e V(£)

folds

Ent* (/) := м(Ф(/)) -  Ф(МЯ), /  6 B+(M), f(M )  с  I.

(3 .5 .1 )
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See e.g. [Chafai (2004)] for further discussions.
Let a$ denote the biggest positive constant such that the Ф-entropy 

inequality
« Ф Ent*(/) < M($ " (/) |V / |2), f  G C J ( M ;  I).

To estimate a$, we make use of Theorem 1.2.5 to reduce to the convex 
boundary case, for which the spectral gap and the log-Sobolev constants 
have been well estimated (cf. [Chen and Wang (1997a); Wang (1999)] and 
references within). To this end, for any D >  0 and К  G R ,  let a(d,K,D) 
be the biggest constant such that for any d-dimensional connected compact 
Riemmannian manifold M* with convex boundary and diameter less than 
D, and for any V* G C2(M*) with RicM -  HessJ/. > K, one has

a(d, K, D)Ent^.(f) < 11*(Ф,,(/)|Ум*/1м*)> /  G Сг(М*;7), (3.5.2)
where p* := Z*ev ‘^VM-  (da:) with г̂м . the volume measure on M* and 
Z* > 0 such that p* is a probability measure.

Theorem  3.5.1. Let D be the diameter of M, let ф &V for V  defined by 
(3.2.15), and let Кф be given by (3.2.16). Then

а(Ь,Кф,0)СУф >
\\ф\\

Proof. According to the proof of Proposition 3.2.7, we have ф2Ь =  Д' + 
Z' =: V  for some vector field Z' such that

Ric'z , > Кф(-, •)', (3.5.3)
where (-,■)' := ф~2(-,-) under which дM  is convex, and Ric',A' are the 
associated Ricci curvature and Laplacian. It is easy to see that L' is sym­
metric w.r.t. the probability measure рф := ф~2р/р(ф~2) and

M $ " ( / ) | v / | 2) =  р (Ф-2)рф(ф" (Л Ф 7 ,  v ' / ) ' ) ,  /  e  с \ м ), (3 .5 .4 )

where V' is the gradient induced by the metric (•, ■)'. Moreover, ф > 1 im­
plies that the diameter of M  under the new metric is less than D. Combin­
ing this with (3.5.1), (3.5.3), ф> 1, (3.5.4) and the definition of a(d, K, D), 
we arrive at

Ent*(/) = inf f  y ( a j ) d p = m {  [  Ф(а, ф)ф2р{ф~2)&рф 
aei JM ael JM

<  ] | 0 | | ^ E n t ^ ( / )  <  V ' / ) ' )

< M l
a(d, Кф, D) M * "(/) |V / |2).

This completes the proof. □



Reflecting Diffusion Processes on Manifolds with Boundary 183

Combining Theorem 3.5.1 with known estimates on convex manifolds, 
we have the following results for the spectral gap and the log-Sobolev con­
stant. Let Ai be the first Neumann eigenvalue of L. We have Ai =  аф for 
Ф(г) := r 2 . For any К  € R, let

D/'(3)2e - ^ d * : / £ C 1([0,U])>

^ (° )  =  ° ’ Jo ^ ( s )2 e _ i^ ” d s  =  1 }>

which is the first mixed eigenvalue of 4 ^  -  on [0, D\ with Dirichlet
condition at 0 and Neumann condition at D.

Xi{K,D) = 4  inf u

Corollary 3.5.2. Let ф £ V. Then
Ai (Кф,Б)Ai >

M ;

— „ sup ^  j y  n  I
Im lo o  0</€C([0,.D]) r e[0,-D] l  J o

Consequently,

f fr fD K 2 л - 1

& i / ( r ) l i ,  e 8 d s Js e~ 8 /(r)d7  ’

1 / 7Г2

l l ® V ^ 2

where r+ := 0 V r, r := (—r)+ for r e t .

Proof. The first assertion follows from Theorem 3.5.1 and the variational 
formula for the first eigenvalue presented in [Chen and Wang (1997a)] (see 
also (2.2.1) in [Wang (2005a)]), while the second assertion follows from the 
first by taking specific choices of / ,  see Corollaries 1 and 2 in [Chen and 
Wang (1997a)] or Corollary 2.2.2 in [Wang (2005a)]. □

Next, we consider the log-Sobolev constant

a  := inf{2M(|V /|2) : p (/2 log[/2/ p ( /2)]) =  1}.

Obviously, letting Ф(г) := rlog r and I  = [0, oo), we have a = \аф. Then 
the following result follows from Theorem 3.5.1 and Theorem 3.1 in [Wang 
(1999)].

Corollary 3.5.3. Let ф £ V. Then

J ( l  + D2K ; ) 2 + 4D*\1(Kct>,D) -  1 -  D2K~  
a > —----------------- (3 .5 .5 )



184 Analysis for Diffusion Processes on Riemannian Manifolds

3.5.2 A counterexample fo r  Bakry-Emery criterion

According to Theorem 3.3.1(3) with t -A oo, when I > 0 the curvature

Ric — Hessy > К  (3.5.6)

for some constant К  > 0 implies the log-Sobolev inequality

p ( /2lo g /2) < | / r ( |V / |2), /  6 C l(M ),p ( f2) = 1.

This assertion is known as the Bakry-Emery criterion due to [Bakry and 
Emery (1984)]. From this one might hope that when I is bounded below 
by a slightly negative constant, a larger enough curvature lower bound will 
imply the log-Sobolev inequality

M /2log /2) < C p ( |V / |2), f e C l ( M ) , p ( f 2) = 1 (3.5.7)

for some constant C > 0. Since the log-Sobolev inequality is stronger than 
the Poincare inequality, this is not true according to the following result. 
Although this result is stated only for d = 2, one can construct coun­
terexamples in high dimensions by simply taking product spaces. With 
e.g. V(x) = c — R\x\2 for constants с € К and R > 0, for which 
Ric -  Hessy = -Hessy = 2R, Theorem 3.5.4 disproves the Poincare in­
equality for arbitrarily large curvature lower bound and arbitrarily weak 
concavity of the boundary.

Theorem  3.5.4. For any e > 0 and any probability measure po on Ж2 
with full support, there exists a smooth connected domain M  С K2 with 
connected dM such that I > — e but for any C > 0 the Poincare inequality

p ( f2) -  M/)2 < C p(|V /|2), /  G СЦМ) (3.5.8)

does not hold.

Proof, (a) Construction of M. We first construct a smooth curve which 
will produce the main part of dM. Let ipo G C°°(R) be decreasing on 
(—o o ,2] and increasing on [3, oo) such that

f0, if x G [2,3],
| l ,  if x G (—oo, 1] U [4, oo).

Next, for a sequence {rn G (0,1)} with r„ |  0 as n 7 oo, which will be fixed 
later on in order to disprove the Poincare inequality, define

OO

—  2 1 (—oo,5] "b 2 ^  ] l(5n,5(n+ l)] 
n = l

rn + <A)0 -  5n)
1 + r n
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Obviously, <p £ Cg° (R) with derivatives uniformly bounded in the choice of 
{*•«}•

Now, let D  c  [0, oo) x [0,2] be a connected smooth domain such that 

D  П [1, oo) x [0, oo) =  {(x, у) : 0 < у < p{x)}.

Therefore,

dD П (R2 \  [0,1] x [0,2]) = [1, oo) x {0} U {(x, tp{x)) : x > 1}.

Obviously, the second fundamental form Iqo of dD  is bounded below in 
a compact set, the part [l,oo) x {0} is flat, and since the derivatives of 
ip £ C^°(R) are bounded uniformly in the choice of {rn}, Isd on the part 
{(x, tp(x)) : x > 1} is bounded below uniformly in {rn}. So,

I dD >  ~6  (3 .5 .9)

holds for some constant <5 > 0 independent of {r„}. To make the second 
fundamental form bounded below by — e, let

M = RD := {(Rx, Ry) : (x ,y ) £ D}

for sufficient large R > 1 such that due to (3.5.9) the second fundamental 
form I of dM  satisfies

„  <5

(b) Choices of {r„} destroying the Poincare inequality. Let po be a 
probability measure on R2 with full support. Let ц = iMflo/flo(M). Since 
D D  [1,5] x [0,2], we have

M M )  > M[ R,  Щ  x [0, Щ )  ■= <50 > o. (3.5.10)

Note that 6q is independent of the choice of {rn}. Now, for any n > 1, take 

f n(x, y) = (x — 5nR — 2R)+ Л 1, (x,y) £ M.

Since for f n  :=  2r„/(l +  rn),

([5nR + 2R,5nR + 2R + l ] x R )n M  = [5nf? + 2 R, 5nR + 2R +1] x [0, Rrn], 

by (3.5.10) we have

M(|V/„I2) — p([5nR + 2R, 5nR + 2R + 1] x [0, R fn])
<  / ip ( R x  [0 ,гпД ]) (3-5.11)

<5o
Moreover, since

{/„ = 0} D [R, 5R] x [0,2Д], {/„ = 1} D [bnR + 4R, 5(n + 1 )R] x [0,2R],
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we have

> M M [ R ,5 R ]  X  [0.2Д])
> S0fi0{[5nR + 4R, 5(n + 1)Д] x [0,2Д]) (3.5.12)
=:

Now, for each n > 1 one may take rn £ (0,1) small enough such that

X(}Un
x [0,г„Д]) < n

Combining this with (3.5.11) and (3.5.12) we conclude that

M j p E L < , i„ b e.2 —K fn)  -  M/n)
Therefore, the Poincare inequality is not available. □

3.5.3 Log-Sobolev inequality on locally concave 
manifolds

Since the log-Sobolev inequality holds on any compact smooth domains, it 
would be possible to extend Theorem 2.4.1 to the case that dM  is merely 
concave on a bounded domain. Although this sounds quite natural, a com­
plete proof is however far from trivial. The main point is that, in general, 
it is not clear how can one split M into a bounded part and an unbounded 
but convex part.

Theorem 3.5.5. Assume that for some compact set Mo С M  one has I > 0 
on (dM) \  Mo and Ric^ > К  on M \  Mo for some К  £ R.

(1) If g(exp°) < oo for some X > — j f ,  then the log-Sobolev inequality 
(3.5.7) holds for some C > 0. In particular, if К  > 0 then (3.5.7) 
holds.

(2) Pt is supercontractive if and only if /3(Л) := p(eXp°) < oo for any Л > 0.
(3) Pt is ultracontractive if and only if PteXp° is bounded for any Л, t > 0.

Proof. By Lemma 3.5.8 below, the class V in (3.0.2) is non-empty. So, 
according to the proof of Theorem 2.4.2, (2) and (3) follows from the Har- 
nack inequality ensured by Theorem 3.4.7. To prove (1), let ф £ V  be 
constructed in the proof of Lemma 3.5.8. Then the volume measure in­
duced by (-, •)' := ■) is

i/(da;) =  ф~л(х) dan
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So,

ev(x)da: = e*(l)i/(d*), V’ =  V - d b g ^ .  (3.5.13)

Let Ric', Hess', p'D, V', | • |' be induced by (•, •)' corresponding to Ric, Hess, 
Po, V, | • | respectively. Since ф = 1 and (3.5.6) hold outside a compact set 
Mo, we have

Ric' — Hess^ = Ric — Hessy > —K  outside Mo- 

Moreover, there exists a constant c > 0 such that

I P o  -  Po\ <  c.

Therefore, by Lemma 3.5.7 below for the convex manifold (M, (•, •)'), the 
conditions in Theorem 3.5.5(1) imply the log-Sobolev inequality

P(f2 log /2) < Cx/xdV'/l'2), /  e C1b(M ),p ( f2) = 1

for some constant C\ > 0. Since

iv '/l'2 =  ^2|v / |2 <  c 2|v / |2

holds for some constant C2 > 0, we derive the desired log-Sobolev inequality 
for some constant C > 0. □

Lemma 3.5.6. Let dM be convex and

Ric2 > К  outside a compact set Mq (3.5.14)

holds for some constant K. Then there exists a constant c > 0 such that

< (Ptf a(y)) exp ac(t + p{x,y)) aKp(x, y)2
a  — 1 + 2( a - l ) ( e 2Art -  1)

(3.5.15)

holds for any bounded positive measurable function f  on M, t > 0, a  > 1 
and x, у 6 M .

Proof. We will use the argument of coupling by change of measure pro­
posed in Theorem 1.3.7. Let us fix two points x ф у in M  and to > 0. For 
a positive function £ £ C1([0,00)), let (Xt,Yt) be the coupling by parallel 
displacement in Theorem 3.2.5(1) for

U(t,Xt,Yt) = -S tVp(Xt,-)(Yt).

Then

d P {X U Yt ) <  I Z { X U Yt )dt  -  & d t ,  t  <  r , (3 .5 .1 6 )
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where r  := inf{i > 0 : X t = Yt} is the coupling time. Let 7  be the minimal 
geodesic linking Xt and Yt , by (3.2.14) we have

rp(XtXt)
Iz (X u Yt) < -  Ric*(7 ,7 )ds. (3.5.17)

Jo
Since (3.5.14) holds outside a compact set Mo and there exists a constant 
c\ > 0 such that Ricz > — Ci on the compact set Mo, (3.5.17) implies 

I z (X t,Yt) < ~ K p ( X t,Yt)+ c 2
for some constant C2 > 0. Substituting this into (3.5.16) we arrive at 

dp(Xt , Yt) < {c2 -  Kp(Xt , Yt) -  £t}dt, t < t .

Equivalently,
d (eKtp{Xt , Yt)) < (c2 -  6 )eKtdt, t < r. (3.5.18)

Taking
2Kp(x, y)eKt

6  = c2 + e2Kto _  \ ’
we have

[  (c2 - 6 )eKtdt = -p(x,y).
Jo

From this and (3.5.18) it is easy to see that т < t 0 and hence, X t() = Yto.
Now, due to the Girsanov theorem (У)} is generated by L under the 

weighted probability i?P, where

J \ Z t Y p { X u .){Yt),PXuYtutdBt) -  \  jT t f d i  .

Then by Theorem 1.3.7,
(P tJ{y)T  < (Я оП *))(Е Я “/(в- 1,)“- 1-

Since т < to and

R := exp

(3.5.19)

s к-»- Ns := exp r ( ^ p ( X t , - ) ( Y t),PXuYtutdBt)
. V 2  [a — 1) Jo

CN t_  ^  [  C2
4(a -  l )2 Jo 

is a martingale, we have ENT = 1 and hence,

[4(a -  l )2 JoE R “ / ( a _ i)  =  E  yNr e x p  

< exp

dt

L4(c

exp a
4 ( a -  1)

- W o  ^

Г Т )г (с1*оН

d£

4:C2p{x,y)(eKto -  1) 2Kp(x,y)
02 K t o     ̂ Q 2 K to

Combining this with (3.5.19) we complete the proof.
f)l

□
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Lemma 3.5.7. Let dM be convex and Ric^ > К  hold for some К  6 К 
outside a compact set. Then p(eXp°) < oo for some A > — у  implies the 
log-Sobolev inequality (3.5.7) for some constant C > 0.

Proof. Since dM  is convex, by the Bakry-Emery criterion, the log- 
Sobolev inequality holds provided К  > 0. So, we only consider the case 
that К  < 0. Let 6 = A + у  > 0. Since

lim lim aK К
~2't-лоо a-yoo 2(a — l)(e2Kt — 1)

we may take t, a > 1 and a constant c(t, a) > 0 such that
act ca . , ,  a K ( l+ r ) 2----- Г + ----- - ( r  + 1) + —a — 1 a — 1

, . 6 -  К  2
Y y  <  c { t ,a ) +  —— r  ,  ^ > 0

a — 1 v 2 (a — T)(e2Kt
holds. Therefore, for any bounded measurable /  with p{\f\a) = 1, by the 
Harnack inequality (3.5.15) and noting that p is a Pr invariant probability 
measure, we obtain

1 = [  Pt\f\a{y)v(dy) Jm

> IPtf\a(x) f  ex]
Jm

act ca
a — 1

~ p ( x , y )
aKp(x,y)2

2(a — l)(e:,2Kt 1)
h(d y)

> \Ptf \ a(x)p(B(o, 1)) exp -  c ( t ,  a )

S - K
Po{xf

where B(o, 1 ) = {x £ M  : p(o,x) < 1} is the unit geodesic ball at o. Since
A = 2 S - K , th is implies th a t

U(\P,f M2S-K)ns-K)\ < exp[c(t, a)(26 -  K)/(6  -  К )] v  

< oo, p{\/Г )  =  1-
Therefore, ||Pt||L“(̂ )->n̂ (>x) < 00 holds for /3 := a(25—K)/(6—K) > a > 1, 
so that the desired log-Sobolev inequality holds as explained in the proof 
of Theorem 2.4.2. □

Lemma 3.5.8. Assume that dM is convex outside a compact set. Then 
there exists ф e V  in (3.0.2) such that ф = 1 holds outside a compact set.

Proof. To construct such а ф, let pp be the Riemannian distance function 
to dM. Let R > 1 be such that dM  is convex outside B(o,R). Since pg 
is smooth in a neighborhood of dM, there exists ro > 0 such that pg is 
smooth on the compact domain

Mi := B{o, R + 1) П {pg < r0}.
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Now, let h G C°°([0,oo)) be increasing such that h'(0) > S,h(0) = 1 and 
h |[r0 ,oo) i s  constant. Then ф\ := ho pd is smooth on M\ and

N\og<j>i>8 on М \П дМ .  (3.5.20)

To extend ф\ to a global smooth function ф satisfying our conditions, 
we take a cut-off function g G C°°(dM) such that 0 < <7 < 1, g — 1 
on B(o, R) П dM  and g = 0 on B(o, R + l)c Л dM. It is easy to extend 
g to a smooth function g on M  such that 0 < g < 1 and the Neumann 
boundary condition Ng\ам = 0 holds. This can be done by using the polar 
coordinates around dM. Noting that there exists rq G (0,1) such that the 
exponential map

(B{o, R + 3) П dM) x [0, r*i] Э (в , r) exp[rJVe] G M

is smooth and one-to-one, we define

^(expfrlVfl]) = g(0)h\{r), в e {дМ) Л B(o, R + 3), r e [0, n ]

for some function nonnegative hi G C°°([0, oo); [0,1]) with hi |[o,ri/2] = 1 
and hi|[ri 00) =  0. Obviously, g is smooth and well-defined on B(o,R + 2) 
with support contained by B{o, R + 1). Then g extends to a smooth function 
on M  by letting g = 0 on M \  B(o, R  + 1). Now, let

Ф =  дф-i +  l - g .

We have ф € С°°{М),ф > 1,ф\в(о,Н+1)с — 1- Then inf ф = ф\эм =  so 
that V0|dM || N. Moreover, since Ng = 0 and д\в(о,Н) = 1> from (3.5.20) 
we obtain

N  log ф = gAbfti
дфг + 1 - д > S > - I . □

3.5.4 Log-Sobolev inequality on non-convex manifolds

When dM  is empty, a perturbation argument is proposed in §2.5.4 to es­
tablish the super Poincare inequality. In this subsection, we aim to extend 
this argument to establish the log-Sobolev inequality on manifolds with 
boundary. Note that according to its proof, Theorem 2.5.9 works also for 
the present setting, so that it applies to the situation of Proposition 3.5.10 
as it ensures the desired Nash inequality for p = n according to [Bakry et al 
(1995)]. So, below we only consider the log-Sobolev inequality rather than 
the more general super Poincare inequality.

According to the perturbation argument in §2.5.4, the key point is to 
establish a Nash inequality for a weighted volume measure gw{dx) :=
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ew dx, where W  £ C2(M). Since the Nash inequality is equivalent to 
a heat kernel upper bounds (see [Davies (1989)]), we shall make use of 
the Harnack inequality for the corresponding Neumann semigroup and the 
following volume comparison theorem, which is well known in geometry 
analysis when W  = 0 and dM = 0.

Let L\y — A 4- VW and

I T (/, f) = \bw \vf  I2 -  < v W ,  v/), f e  c°°(M).

Proposition 3.5.9. Let dM be convex and Lw  = A + VW satisfy the 
curvature dimension condition

T Y ( f , f ) > - K \ V f \ 2 + ±(Lw f ) 2, /  € C°°(M) (3.5.21)

for some constants К  > 0, n > 1. Then piv(dx) := ew ^ d x  satisfies

Hw{B(x,ar))
hw{B(x,r))

y / { n -  1 )K  (a -  l) r  , r > 0,ж € M, a > 1 .

Proof. Let px be the Riemannian distance function to point x. By the 
Laplacian comparison theorem (see [Qian, Z. (1998)]), (3.5.21) implies that

LwPx < V (n ~ 1)-K” c°th

holds outside cut (a;). Let

(3.5.22)

(в, г) exp[r0]

be the polar coordinates at x, where 9 e := {X  e TXM  : A| = 1} 
and r G [0, rg] for

re := inf{r > 0 : exp[r0] G cut(a;) U dM}.

Since M  is convex and connected, we have (cf. Proposition 2.1.5 in [Wang 
(2005a)])

M = {exp[r0] : 9 £ §f_1,r  £ [0,re]}.

Due to this and (3.5.22) we complete the proof by repeating the argument 
in the proof of Lemma 2.2 in [Gong and Wang (2001)]. □

By Proposition 3.5.9 and the Harnack inequality for the Neumann semi­
group generated by Lw  on M, we obtain the following log-Sobolev 
inequality for a weighted volume measure.
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Proposition 3.5.10. Let dM be convex and (3.5.21) hold. Let Wo be such 
that | VWq| < a for some constant о > 0 and

lim infe x p [ iy o -V (n - i )g p£| > 0
Pô OO p™

Then the following log-Sobolev inequality holds for some c > 0 and with 
W  :=W  + W0:

h w ( f 2 lo& f 2 )  ̂ 2 log{c(^w(lv / |2) + 1)}, h w i f 2 ) =  l -

Proof. By Proposition 3.5.9 for a = (1 + p0(x))/r, we have 
pw {B(x,r))
^  Pw(B(x,  1 + Po(x)))rn 
г  (1 + Л .М )" exp 
> w (B (o , i))r" exp

V ( n -  l )K  (Po(x) + 1)

(1 + p0(x))n
J.n

~V (n -  l)K  (po(x) + 1)
(3.5.23)

=: c0-
’ ( i  +  P o { x ) Y e x p  г ^ ( п _  l ) K  ( Р о ( ж )  +  1 } J ’

for all r G [0,1],® G M. Next, by (3.5.21) and Theorem 3.3.2(3),
aKp(x,  y)2

(PtWf(x))a <  ( Р Г Г Ы ) е х р (3.5.24)[2{a -  1){1 -  e~2Kt)у  
holds for a > l , t  > 0 ,x,y  G M  and all bounded nonnegative measurable 
functions / .  Since |VWo| < cr, we have

± P Z . { P ? f ) a  =  a P ™ s { { p W  f ) a - l ( V W 0 y P ?  f ) }

a { a - l) P Z s{{Ps f)a- 2\VPy f\2}

{p W f ) a r |V P f / |

<

This implies
4(a -  1)

P W f

P ^ s i P f f T -

-  ( a  -  1) l V P f / 12

(P f / ) 2

{PC f T  < {PC П  exp
o2a

L 4(a- 1) a > l , t  > 0.

wSimilarly, this inequality remains true by exchanging the positions of Pt 
and P C ■ Combining this fact with (3.5.24) and taking a = 21/<3, we obtain

( P f / ) 2(®) < { Р ? П а (x) exp
_2

< ( P C r  (y))a exp

< ( P f / 2(y))exp

L2(q - 1)
a2Kp(x,y)2

l2(q: — 1) 2 (a  — 1)(1 — e~2Kt)l

-t +
a2K p (x ,y f

+
o2a

2(a — 1 )  2 ( q  — 1 ) ( 1  — e~2Kt) 4(a -  1 )  J
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Thus, for any /  with p ^ ( f 2) = 1 we have

a2(a + 2)
( p r m y < \  exp 

l Jm 4(a — 1)
a2Kp{x,y)2

4 1 . exp

<

B ( x , y / t )

<p[ci(f + 1)]

2(a — 1)(1 - e ~ 2Kt)l
cr2 (a + 2)
4(a — 1) 

a2Kt

t

2{a — 1)(1 — e~2Kt)\ 

t>  0,x e M

Vw(dy)

P w ^y)

(3.5.25)

Hw{B{x,\ft)y

for some constant c\ > 0. By (3.5.23) and the conditions on Wo, we have

Pw(B{x, Vt)) > c2tn/2, x e M , t e { 0, 1]

for some constant C2 > 0. It follows from (3.5.25) that 

(P™f)2 < c3r n' 2, t e (o, l]

holds for some c3 > 0 and all /  with p ^ ( / 2) =  1. This is equivalent to 
the Sobolev inequality of dimension n for (see [Davies (1989)]) which, 
according to [Bakry et al (1995)], is also equivalent to the desired log- 
Sobolev inequality. □

Combining Proposition 3.5.10 with a conformal change of metric, we 
are able to prove a log-Sobolev inequality for non-convex M.

Proposition 3.5.11. Assume that I is bounded, Ric > —K  for some К  > 
0, the sectional curvature of M  is bounded above, and pg is smooth on 
{Рд < M  for some ro > 0. Then for any Wo with ||VlTo||oo < and 
liminfp^oo p“dexp[Wo] > 0, the log-Sobolev inequality

m , ( / 2 b g / 2) <  ^ lo g { c (p w o ( |V / |2) +  1)}, P W o U 2) =  1 

holds for some c > 0.

Proof. Let I > <t. When о =  0 (i.e. dM is convex), let h =  1; otherwise, 
according to the proof of Theorem 3.2.9, there exists an increasing function 
h e  C'f°([0, oo)) such that h(0) =  l ,h '(0) =  —a and h|[r0)OO) is constant. 
Then ф := h о pa £ C°°(M)  with 1 < ф < R for some constant R > 0 and 
dM is convex under the metric (-, •)' := ф~2(-, •).
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Let v be the volume measure induced by (■,•)' and let vw0 = ew°v. 
Applying Proposition 3.5.10 to (M, (•, ■)') and W  — 0, for which (3.5.21) 
holds with n = d, we obtain

i W / 2b g / 2) < ^ log {c,(i'w0(|V,/ | /2) +  1)}, vw0( f 2) =  1

for some constant c' > 0. Since ф takes values in [1, R] so that 

|V '/ f 2 < R2|V /|2, 1 < < Rd,du\Y0
we obtain the desired inequality by a standard perturbation argument. □

Having the above preparations, we are able to prove the following main 
result of this subsection.

Theorem  3.5.12. Assume that I and Ric are bounded, the sectional cur­
vature of M  is bounded above, and pg is smooth on {pg < ro} for some 
ro > 0. If (TV, VR) is bounded below, e,e' > 0 such that e > e'\J(n — 1 )K, 
and the function

- i |V R | Z - ± A V - e ' V  + ep0

is bounded above on M, then the log-Sobolev inequality (3.5.7) holds for 
some C > 0. If furthermore

~ r \ \V V \2 ~ \ r A V  - V  + p0 <q>{r), r >  0 (3.5.26)

holds for some positive function <p on (0, oo), then the super log-Sobolev 
inequality

p{ f2 log f 2) < r/i( |V /|2) + c + c(p(r) + ^ log(c(r-1  + 1)) (3.5.27)

holds for all r > 0, p ( f2) = 1 .

Proof. Let Ric > —K  and I > о for some constants К  > 0, о < 0. Then 
(3.5.21) holds for W  = 0. Let rj > 0 be a constant such that (N , W )  > —77. 
Let h be in the proof of Proposition 3.5.11 such that Аф is bounded. Let 
к > eо := e/e' (> \/{n — 1 )K) be such that —ok — so > q and let Wo = 
еоуД+Р2 -  кф. Then ||VW0||oo < 00 and

(TV, V(V -  Wo)) > - o k - r ] - e o >  0. (3.5.28)

By Proposition 3.5.11 we have

Mw0( /2 l° g / 2) ^  W ( | V / | 2) + ^log(ci(l + r -1 )), r > 0, Mw0( / 2) = 1



Reflecting Diffusion Processes on Manifolds with Boundary 195

for some constant C\ > 0. For /  with p ( /2) =  1, we apply this inequality 
to f e (v ~w°)/2 to deduce for r > 0

M/ 2 log /2) < r/i( |V /|2) + J f P  |V(R -  W0)|2 + W0 -  v \ )
(3.5.29)

+ 2^ ( ( V / 2, V(R -  VF0))) +  -  l o g ^ r " 1 + 1)).

By (3.5.28) and the Green formula, we have (recall that N  is the unit inward 
vector of dM)

M (V /2, V(R -  Wo))) = -  f f 2L(V -  Wo)dp -  [  f 2(N, V(R -  W0))dpa
J  M J dM

< ~ ^ f 2{AV  + | W |2 -  AW0 -  (VV, Who)}).

Since llVWolloo < 00 and by the Laplacian comparison theorem AWo is 
bounded above, combining this with (3.5.29) we obtain

M /2l° g /2) < r/x(|V/|2) + ^log(ci(r_1 + 1))
, ! \r (3.5.30)

+ r K / 2{ -4 lV ^ 2 -  2A^ +  T p° + 7  -  7 } ) ’ Г > 0

for some C2 > 0. Taking r =  1/e' and noting that £0 =  £/ e' = er, we 
conclude that

- j|V V |=  -  l A V  + -  h  < - i ] W | J  + ед, -  e'V -  1 д к

According to our condition this is bounded above. Therefore, (3.5.30) im­
plies the defective log-Sobolev inequality

h (/2 log/ 2) < ClM(|V/|)2 + C2> M /2) =  1

for some constants C\,C2 > 0, and hence (3.5.7) holds for some C > 0 
as M  is connected. Finally, (3.5.27) follows immediately from (3.5.30) and 
(3.5.26). □

3.6 Modified curvature tensors and applications

Let Pt be the semigroup of the reflecting diffusion process generated by 
L = Д +  Z  for some C'1-smooth vector field Z  on M. In the previous 
sections the curvature tensor Ricz and the second fundamental form I have 
been used to investigate the reflecting diffusion processes. As shown in the 
last section, these two tensors play essentially different roles in the study. 
Moreover, from the derivative formula in e.g. Theorem 3.2.9 we see that the
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second fundamental form appears in the study as integrals w.r.t. the local 
time of the process on the boundary. This is because of the fact that the 
geometry of the boundary affects the process only when the process hits the 
boundary. To avoid using the local time which is in general less explicit, we 
aim to derive explicit results for the reflecting diffusion processes by using 
modified curvature tensors consisting of both Ric^ and information from 
the boundary.

3.6.1 Equivalent semigroup inequalities for the modified 
curvature lower bound

For any strictly positive ф G C2(M), we introduce a family of modified 
curvature tensors

R i4 ’p := Ric -  V Z -  p > 0.

To ensure that these tensors contain also information from the boundary, 
the function ф will be taken from the class T> defined in (3.0.2). Note that 
for a vector X  and a function /  we write X f  = (X, V /), and conditions 
on N  and I are automatically restricted to dM  and TdM. According to 
the proof of Theorem 3.2.9, if (A3.2.1) holds then V ф 0. We also remark 
that the condition inf ф = 1 in the definition of class T> is not essential but 
for convenience, since our main result (see Theorem 3.6.1 below) do not 
change if one replaces ф by сф for a constant c > 0.

Let X f  be the reflecting diffusion process generated by
Ьф := L — 2V log ф.

Since Xt is non-explosive, so is X f  provided V log ф is bounded.

Theorem  3.6.1. Let ф £ V  in (3.0.2) such that (A3.2.1) holds. Then for 
any К  G Сь(М), the following statements are equivalent to each other:

(1) Riel’1 > K;
(2) For any f  G СЦМ),

ф(х)\ХРЛх)\
< Еж|  (ф\Vf\){Xt) e ~ ^  J'o (“Г1 v  log*(*.), dB.>-/0‘(*+|v log*|2)(x,)ds1

holds for t >  0 and x G M;
(3) For any f  G Cl(M ),x  G M  and t > 0,

IVPtf(x )l <  ф ^ Е х { (</>|V/ I ) (X f)e "  Jo K(x f )da| .
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Proof. According to Proposition 3.6.2 below with Z = — \[2 V log ф, (2) 
and (3) are equivalent. Moreover, (3) implying (1) follows from Proposition
3.6.3 below. Therefore, it remains to prove that (1) implies (2). Let ф € V  
such that (1) holds. Since (1) implies Ric^ > К  + фЬф~г while ф € V  
ensures I > —N  log ф, according to Theorem 3.2.9 we have

|VPt/(a;)| < E3:||V / |(X t)e_ ^ (K+^L‘/,“1)№)ds+JotiVlog ^ ) db | .  (3.6.I) 

On the other hand, by the Ito formula, we have
dlog ф(Х3) = ^ ( и : 1̂ 1о&ф(Х3) ^ В а)

+ L log ф(Х3)6з + N  log ф{Х,)д1а.
Let тп =  inf{i > 0 : p(x,X t) > n}, n > 1. Then

J * AT" N  log ф(Х3)Ф13 = log Ф{* ^ -  -  V2 j ‘ATn (и ;1Х\оё ф(Х3),<1В3)

r t / \ T n

/  Tlog0(As)ds.
Jo

Combining this with (3.6.1) and noting that
фЬф-1 + Ыоё ф = |Vlog0|2,

we obtain

|VPt/(*)| < ^ E * { (4 > |V P (t_r„)+/|)(A  tAr„)

x  e - V 2 / otAr" (tx 7 1V lo g 0 (X s),d B 3) - / otAT"(A '+ | V log0 | :1) (X s)dS|

Since K, |Vlog(/>| are bounded and due to Theorem 3.2.9 (2) | V P  / 1 is 
bounded on [0, t] x M, by the dominated convergence theorem we complete 
the proof by letting n -¥ 00. □

Proposition 3.6.2. Let Z be a bounded C1-smooth vector field on M , and 
let Yt be the reflecting diffusion process generated by L + y/2 Z starting at 
x. Then for any bound measurable function F  o/X[oy] := {As}sg[0 f],

Proof. Let

R = exp j \ u ~ l Z {X a), dB s) -  \Z\2(X 3)ds .

By the Girsanov theorem, under the probability measure PdP the process

B, := B3 f ( u - l Z {X r),
Jo

dBr), s € [ 0,f]
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is a d-dimensional Brownian motion. Obviously, the equation (3.0.1) can 
be reformulated as

dXs = у/2щ о dBs + (Z + \f2Z){X s)ds + N (X s)dls.

Therefore, under the new probability measure, X[0>t] is the reflecting diffu­
sion process generated by L + \/2 Z. Hence,

E*{RF(X[0,t])} = E*F(y[0,t]). n

Proposition 3.6.3. For any strictly positive function ф G C2(M), the 
gradient inequality in Theorem 3.6.1(3) implies Ric ’̂1 > К . If there exists 
ro > 0 such that on {pg < ro} the distance function pg to the boundary is 
smooth with bounded Lpg, then Theorem 3.6.1(3) also implies I > —Nlogф.

Proof, (a) Let x G M \  dM  and X  G TXM  with |X| =  1, we aim to 
prove Ric^’̂ X ,X) > К  from Theorem 3.6.1(3). Let /  € Cq°(M) with 
supp/  С M \  dM  be such that Xf(x)  = X  and Hess/(x) = 0. Let e > 0 
such that |V /| > \  on B(x,e), the geodesic ball at x with radius e. Let 
X f  be the reflecting diffusion process generated by with X$ = x, and 
let

(je — inf{t > 0 : p ( X f x )  > e}.

By Lemma 3.1.1,

P(cre < t) <  e_“ 2/t, t € (0, 1]

holds for some constant c > 0. Since ls =  0 for s < oe, this and |V/|(a;) =  1 
imply that

Ex{(0|V f\)2(Xf)e~2f° )ds j

= E * { M V f \ ) \ x t a' ) e -2f r ‘ K(xt)*s} + 0(t) (3.6.2)

= ф2{х) + f{L*(4>|V/|)2 -  2Кф2}(х) + o(t),

where о(t) stands for a f-dependent quantity such that o(t)ft —> 0 as t —» 0. 
On the other hand, since supp/  C M \  dM  so that N  f  =  0, we have

Ptf  = f +  I PsLfds.  

This and |V/(a:)| =  |X| = 1 imply that
/

VPtf(x)\2 = |V / + t(XLf)\2(x) + o(i) 
= 1 + 2(VL/, V f)(x)t  + o(f).
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Combining this with (3.6.2) and the gradient inequality in Theorem 
3.6.1(3), we arrive at

L't’U N fV l2
~  ~ф2 (g) -  2(VL/, V /)(x) > 2K(x). (3.6.3)

Noting that Hess/(ж) =  0 and |V /(x)| =  1 imply

ЬФ[Ф™ \ х) = L |V /|2(x) -  2(фЬф~1)(х),

combining (3.6.3) with Theorem 1.1.4, we obtain
Ш 4Д(Х,Х) = Ш 4Д(У/, V /)(x) > K(x).

(b) Let x € dM  and X  € TxdM  with |X| = 1. Let /  € C£°(M) be such 
that TV/ = 0 and V/(x) = X. We have

Ptf =  f + [  PsLfds.
Jo

Consequently, for small t,
|VPt/(x )|2 =  |V /(x )|2 + o ^ 2) -  1 + o(t^2). (3.6.4)

On the other hand, according to Lemma 3.1.2, and Proposition 4.1 in [Wang 
(2011e)],

E t ffl =  ^  + o(l1/2),

where if is the local time of X f  on dM  and ct\ := inf{s > 0 : p(x, X f)  > 1}. 
Combining this with Lemma 3.1.1 and noting that since |V /(x)| =  1 and 

lim TV(4>2|V /|2)P 4 ) = TV(</>2|V /|2)(x),5—̂0
we obtain

Ex{ (Ф\V f \ ) (X f  )e- fo * (x t)* sy  = Ex{ф1 v / | ) 2(xfAffl) + o(tl/2)
ptAcTi

= (Ф2|V /|2)(x) + E* /  Ьф (ф2\Х f \ 2)(Xf)ds
JO

ptAcri
+ EX Х(ф2\Х f\2)(Xf)dl£

Jo

= Ф2{х) + —v̂ TV(<̂ >2|V /|2)(x) + o(t1/2). 
v 71-

Combining this with (3.6.4) and the gradient inequality in Theorem 
3.6.1(3), we conclude that

TV(02|V /|2)(x) > 0.
This implies I(X, X)  > —TV log ф{х), since X  = V /(x) and TV|V/|2 = 
2I(V /,V /) due to (3.2.7). □
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3.6.2 Applications o f Theorem 3.6.1

In this subsection, we aim to derive explicit gradient/Poincare/Harnack 
type inequalities for Pt by using Theorem 3.6.1. To this end, we first present 
the following lemma, where the proof of (3.6.5) is standard according to 
Bakry and Ledoux [Bakry (1997); Ledoux (2000)] (see also the proofs of 
(3) and (4) in Theorem 2.3.1), while that of (3.6.6) is essentially due to 
[Rockner and Wang (2010)].

Lemma 3.6.4. If |VPt/|2 < £tP(|V/|2 holds for some strictly positive 
£ € C([0, oo)) and a llt>  0 and f  £ Cl(M), then for all t > 0, /  € (M),

2|VP(/|2 f ± <  Ptf 2 -  (Ptf )2 < 2(Pt |V /|2) t  £sd e, (3.6.5)
JO ss  Jo

and for any measurable function f  with f  > 1,

Pt log f(y)  < log Ptf(x) + , t>  0. (3.6.6)
4 /о £« d s

Proof. It suffices to prove for /  £ Cjv(P) such that f  > 1. For any e > 0, 
let 7 : [0,1] —t M  be the minimal curve such that 7 (0) =  ж, 7 (1) = у and 
Ж < p(x, у) + £■ Let

h(s)  =  Jor r ,
f i t r 1 d r ’

e [0,t].

By the Kolmogorov equations (Theorem 3.1.3), we have 

^ ( P s logPt_s/)(7 о h(s))

< -P .|V  logPf_s/|2(7 о h(s)) + (e + p(x, y))h(s)\VPs logPt_s/|(7 о h(s))

< {-Ps|V  logPt_s/|2 +  (e + P(x, y))h(s)\/£sPs| V log Pt_s/|2}(7 о h(s))

< \ ( e  +  p ( x ,y ) ) % h ( s ) 2 =  ^ f e ^ )2a, s£[ 0, t ] -
4 d£s(/0 £r 1dr)2

Integrating over [0,t] and letting e |  0, we obtain (3.6.6).
Next, noting that

'< 2 £ t_sPt |V /|2,
- P s(Pt_s/)2 = 2Ps|VPt_s/|2

>2l;f1\VPtf l 2,
e (0,t),

we prove (3.6.5). □

Corollary 3.6.5. Let ф £ T> such that (A3.2.1) and Ric ’̂2 > K^'2 hold 
for some constant K^'2. Then:
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(1) 02|VPt/|2 < e- 2**,a‘Pt(^|V/1)2 holds for any f  G СЦМ) and t > 0.
(2) For any measurable function /  > 1, the log-Hamack inequality

A log / Ы  < log Ptf(x )  + t > 0 ,x , y & M

holds.
(3) Ptf 2 < (Pt/)2 + M * ^ aK*’at)Pt|V/|2 holds for any f  G C6J(M) and 

f > 0. Consequently, if Pt has an invariant probability measure p and 
КФ'2 > 0, then the Poincare inequality

M /2) < M /)2 + ^ J f M |V / |2), f e C l ( M )

holds.
(4) P tf2 > (Pt/)2 + I j ^ ^ / i lVPt/l2 holds for any f  G C£(M) and t > 0.

Proof. Noting that when Pt has an invariant probability measure p then 
p(dx) — ev'(;i')d.T holds for some V  G C(M) (see e.g. [Bogachev, Rockner 
and Wang (2001)]) such that the weak Poincare inequality holds (see Theo­
rem 3.1 in [Rockner and Wang (2001)]), the second assertion in (3) follows 
from the first by letting t —> oo. Thus, because of Lemma 3.6.4 and ф > 1, 
it suffices to prove the first assertion. Obviously, Ric ’̂2 > К ф'2 implies 
that Ric^ 1 > К К ф’2

Rt = exp

V log^|2. Let

- V 2  [ \ и 7 1У1о&ф(Х8),6В8) -  [  |Vlog^(Xs)|2dS 
Jo Jo

By Theorem  3.6.1 and ф >  1, we obtain

(^ |V Pt/|)2(x) < (E "{p t(|V /|^)(X t) e - / o ^ ) d Sj j 2 

< {Pt((/>|V/|)2(x)}EI ( p 2e -2/o 

=  {Pt(0|V /|)2(x)}e-2̂ ' 2‘
x Exe-2ff2 ̂ (и7^1оВф(Х3),6Ва)-4 / 0‘ |V log 4>(Xs)\2ds

= e - 2̂ 2<Pt(0 |V /|)2(x).

Next, we have the following results on the log-Sobolev and HWI inequal­
ities which extend the corresponding ones presented in §2.4 for manifolds 
without boundary. In particular, if dM  is convex we may take ф = 1 so 
that Corollary 3.6.6(1) goes back to the log-Sobolev inequality in Theorem 
2.4.1(1) and Corollary 3.6.6(2) reduces to the HWI inequality in Theorem 
2.4.1(3).
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Corollary 3.6.6. Let Z — S7V for some V  G C2(M) such that p(dx) := 
ev ^ d x  is a probability measure. Let ф G V such that ( A 3 . 2 . 1 )  and 
Ric ’̂2 > К ф’2 hold for some constant К ф’2.

(1) If К*'2 > 0 then

M /2 l° g /2) < M(|V/|2), /  € C l(M ),p ( f2) = 1.

(2) If К ф’2 < 0 then

ni f iogf2) < 2MU VrfNWiwZU2»,») -  M \ K*’2w2(f2»,p)2

holds for any f  G C\{M) with p ( f2) = 1.
(3) Letpt(x,y) be the heat kernel of Pt w.r.t. p. Then

and

Pt{x,y) > exp \\Ф\\1оКф,2Р(х,у)2' 
2(&*я* -  1)

[  pt (x, z) log p(dz) <Jm Pt{y,z)
\\Ф\\2ссКФ'2р{х,у)2

2(e2K+.*i _

hold for all t > 0 and x, у G M.

To prove Corollary 3.6.6, we present a log-Sobolev inequality which 
generalizes the corresponding known one on manifolds without boundary 
(see Theorem 2.3.1(3)).

Lemma 3.6.7. Let ф G V such that Ric:̂ '2 > К ф<2 holds for some constant 
К ф'2. Let P f  be the semigroup of the reflecting diffusion process generated 
by Рф := L — 4V log ф. Then

Pt{f2\ogf2) < ( P tf 2)\ogPtf 2

+ Ш 1  r e - 2̂ ,2(t- s)PsPt- J V / |2ds (3'6J)
Jo

holds for all t > 0 and f  G Cl(M).

Proof. It suffices to prove for /  G Cn (L) with inf f 2 > 0. Let Rt be 
in the proof of Corollary 3.6.5. Since Ric ’̂2 > К ф’2 implies that Ric ’̂1 >
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К  := K ^’2 + | V log 0|2, by Theorem 3.6.1 and ф > 1 we have 
|VPt/ 2(x)|2

< (EI { p t (<A|V/2|)(Xt) e - / o ^ . ) ^ } j 2

< m \ l o ( P t f 2H ) E x{ R 2t\Vf\2(Xt)e-2fo * (* ’>ds}

= 4 M l ( P t f 2(x))Ex {\\7f\2(Xt)

x  2\/2 ( u j 1 V log ф ( Х 3), d B s ) —2 / q (|V log 0(X s)|2 +  K(Xs))ds ̂

= 4 M l ( P tf 2(x))e-2K*'2tE*{Rt \V f\2(Xt)},
where

R t .=  e - 2 v ^ / o, K “ 1V log0(X 3),dB s> - 4 /ot |Vlog4>(X3)|2ds

Combining this with Proposition 3.6.2 for Z = —2\/2 V log ф. we obtain 
|VPt/ 2|2 < 4||</»||^(Pt/ 2)e-2̂ ' 2tP / |V / |2, t > 0.

Therefore, by the Kolmogorov equations (Theorem 3.1.3),

^ P s{(Pt_s/ 2)l0gPt_ , / 2} = РЛ ~ ~ Р 2

<4||<A||^e-2̂ ,2(t- s)PsPt- s|V /|2.
Then the proof is completed by integrating over [0,i]. □

Proof. [Proof of Corollary 3.6.6] Let /  6 Cl (M) such that p ( /2) = 1 
and /i(|V /|2) > 0. Since p is Pt-invariant while ф~4dp is Pt ■-invariant, 
integrating (3.6.7) w.r.t. p gives

M/ 2 loS / 2)

< р((Рг/ 2) log Pt/ 2) +411^11  ̂ I* e_2Ar*'2sp (P f |V /|2)ds
Jo

< M((f./2) log P / 2) + 4||0|li. j f ' . - “ “ w l v / | 2)ds ( i6 '81

< M (P / 2).o g P / 2) +  « ^ f c ^ - - % (|v/|2).

If iC ’̂2 > 0, then letting £ -doowe prove Corollary 3.6.6(1).
The proof of the second assertion can be done as in the proof of Theorem 

2.4.1(3). Applying Corollary 3.6.5(2) for Ptf 2 in place of / ,  we find

Pt logPt/ 2(y) < logP2t/ 2(x) + ’ x ' v e > 0-
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Integrating w.r.t. the optimal coupling of f 2p and p. which reaches the inf 
in the definition of W% a n d  noting that Pt is symmetric in L2(p), 
we obtain

M((Pt/ 2)logPt/ 2)< il4 > ll^ '2w | ( / W )2
2(e2 -  1)

Combining this with the first inequality in (3.6.8), we arrive at

M 2М / lo g /2) < \\4>\\ooV№f\ )rt + n >-wZ(f2ff,nY

\\Ф\\2осКФ'-
(3.6.9)

w % u V / * ) 2,

where

rt :=
2(1 _ e- 2̂ ' 2t) 

K*’2
t > 0.

If К ф’2 < 0, then {rt : t G [0, oo]} = [0, oo]. So, there exists t E [0, oo] such 
that

W S(f2n ,r i
n  M l o V J w J F Y

Therefore, the desired HWI inequality follows from (3.6.9).
Finally, the third assertion follows from Corollary 3.6.5(2) according to 

Proposition 1.4.4(2) and the proof of Theorem 2.4.4(2). □

3.7 Generalized maximum principle and Li-Yau’s Harnack 
inequality

Let M  be a d-dimensional connected complete Riemannian manifold and 
L = A + Z  for a C 1-smooth vector field Z  satisfying the following curvature- 
dimension condition:

Г2( / , / )  := ^ L |V /|2 - (V L /,V /)

( i /)2 R |V /|2, f£ C ° ° (M )
(3.7.1)

for some constants К  > 0 and m > d. Note that, for convenience in the 
sequel, in (3.7.1) we use —K  rather than К  to stand for the curvature lower 
bound, and use m  rather than n to stand for the dimension. When Z — 0 
and M  is either without boundary or compact with a convex boundary
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dM, Li and Yau [Li and Yau (1986)] found the following famous gradient 
estimate for the (Neumann) semigroup Pt generated by L:

Л.-y2 77"
\V\ogPtf \ 2 - a d t logPtf <  —  + -^-— T y  f > 0, a  > 1 (3.7.2)

for all positive /  € Сь(М). We note that in [Li and Yau (1986)] the second 
term in the right hand side of (3.7.2) is , but \/2 here can be replaced
by 4 according to a refined calculation, see e.g. [Davies (1989)].

As an application, (3.7.2) implies the following parabolic Harnack in­
equality for Pt:

tf{x) < (
t + s \  dal2 

t ) (Pt+sf(y)) exp 'ap(x,y)2 
As +

aKds
4 ( a -  1) J ’ (3.7.3)

for all t > 0, x ,y  £ M, where a > 1 and /  £ Сь{М) is positive. From this 
Harnack inequality one obtains Gaussian type heat kernel bounds for Pt , 
see [Li and Yau (1986); Davies (1989)] for details.

The gradient estimate (3.7.2) has been extended and improved in several 
papers. See e.g. [Bakry and Qian (2000)] for an improved version for a = 1 
with Z ф 0 and dM  = 0, and see [Wang, J. (1997)] for an extension to 
a compact manifold with nonconvex boundary. The aim of this section is 
to investigate the gradient and Harnack inequalities for Pt on noncompact 
manifolds with (non-convex) boundary.

Recall that the key step of Li-Yau’s argument for the gradient estimate
(3.7.2) is to apply the maximum principle to the reference function

G{t,x) := £(|Vlog.Pt/|2 -  adt log Ptf)(x), t e [0,T],s € M.

When M  is compact without boundary, the maximum principle says that 
for any smooth function G on [0, T] x M  with G(0, •) < 0 and supG > 0, 
there exists a maximal point of G such that at this point one has VG = 
0, dtG > 0 and AG < 0. When M  is compact with a convex boundary, 
the same assertion holds for the above specified function G as observed in 
Proof of Theorem 1.1 in [Li and Yau (1986)]. In 1997, J. Wang [Wang, J. 
(1997)] was able to extend this maximum principle on a compact manifold 
with nonconvex boundary by taking

G(t,x) = logPtf \ 2 -  adt\ogPtf)(x), t e [0 ,T ],x£M

for a nice function ф compensating the concavity of the boundary.
As for a noncompact manifold without boundary, the gradient estimate 

was established in [Li and Yau (1986)] by applying the maximal principle 
to a sequence of functions with compact support which approximate the
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original function G. An alternative way is to apply directly the follow­
ing generalized maximum principle (see [Yau (1975a)]): for any bounded 
smooth function G on [0, Г] x M  with G(0, •) < 0 and supG > 0, there 
exists a sequence {(fn,a:ra)}n>i С [0,T] x M such that

(i) 0 < G(tn, xn) t  sup G as n f  oo;
(ii) LG(tn,-)(xn) < |VG(t„,-)(zn)| < £ and dtG(-,xn)(tn) > 0 for any

n > 1.

To apply this generalized maximal principle for the gradient estimate, 
one has to first confirm the boundedness of G(t, •) f(|V log Ptf\2 —
adt log Ptf)  on [0, T) x M for T  > 0.

Since the boundedness of this type of reference function is unknown 
when M  is noncompact with a nonconvex boundary, we shall establish a 
generalized maximum principle on a class of noncompact manifolds with 
boundary for not necessarily bounded functions. Applying this principle to 
a careful choice of reference function G, we derive the Li-Yau type gradient 
and Harnack inequalities for Neumann semigroups. To establish such a 
maximum principle, we adopt a localization argument so that the classical 
maximum principle can be applied. The main results of this section first 
appeared in [Wang (2010a)].

3.7.1 A generalized m axim um  principle

Theorem  3.7.1. Assume that (3.7.1) and (A3.2.1) hold. Let T  > 0 and
G be a smooth function on [0, T] x M  such that NG\qm > 0, G(0, •) < 0
and sup G > 0. Then for any e > 0 there exists a sequence {(tn, a:n)}n>i C
(0, T] x M  such that (i) holds and for any n > 1,

Tnu ^  G(tn,x n)1+e м ^  G(tn,x„)1+e
LG(tn,-Hxn) — 5 V G tn,. xn ^n n

and dtG(-,xn)(tn) > 0.

Proof. We first consider the convex case then pass to the nonconvex case 
by using Theorem 1.2.5. Without loss of generality, we shall assume that 
supG := sup[0 T] G  > 1. Otherwise, we may use IG to replace G for a 
sufficiently large l > 0.

(a) The convex case. Let h 6 Gq°([0, o o ) )  b e  decreasing such that 
1, if r < 1,
exp[-(3 -  r )_1], if r €  [2,3),
0, if r  > 3.

h(r) = <



Reflecting Diffusion Processes on Manifolds with Boundary 207

Obviously, for any e > 0 we have (note that 0 • oo = 0 by convention)

sup {\he~l h"\ +  < oo. (3.7.4)
[0,oo)

Let W  =  s j\  + pi and take tpn = h(W/n), n > 1. Then

{f)n =  1} t  M  as n f  oo.

So, according to (3.7.9) and (3.7.4),

>
nh(W/n) 

c
n2h(W/n)

nf>n
|Vlog<^„| <

holds for some constant c > 0 and all n > 1 . 
Let

(3.7.5)

(3.7.6)

Gn(t,x) = <pn(x)G(t,x), t e [0,T],z e M.

Since Gn is continuous with compact support, there exists (tn,xn) G [0, T] x 
M  such that

Gn(tn,Xn)=  max Gn.
[0,T]xM

By (3.7.5) and supG > 1, we have limn-yooG(tn,xn) =  supG > 1. By 
renumbering from a sufficient large щ  we may assume that Gn(tn, x n) > 1 
and is increasing in n. In particular, (i) in the beginning of this section 
holds and

<Pn{Xn) ^  ~wr. — ■гi п > 1 .  (3.7.7)
(jx\tn-) X n  )

Moreover, since G„(0, •) < 0, we have tn > 0 and 

dtG(-,xn)(tn) > 0, n > l .

Thus, it remains to confirm

|VG(tn,-)(xn) | < cG(t" ’ a;n)1+g>

cG(t I  Y+* (3 J -8)LG(tn,-)(xn) < Cb[tn' Xn) , n > 1 n
for some constant c > 0. Indeed, by using a subsequence {(tmn,xmri)}„>] 
for m >  c to replace {(tn,xn)}n> i, one may reduce (3.7.8) with some c > 0 
to that with c =  1 .



20 8 Analysis for Diffusion Processes on Riemannian Manifolds

Since xn is the maximal point of G„, we have VG„(f„, -)(x„) — 0 
if xn e  M  \  dM. If xn G dM , we have NGn(tn,-)(xn) <  0. Since 
NG(tn,-) > 0,G(tn,xn) > 0 and noting that Npo < 0 together with 
h! < 0 implies Nipn > 0, we conclude that NGn(tn, ){xn) > 0. Hence, 
NGn(tn, -)(xn) = 0. Moreover, since xn is the maximal point of Gn(tn,-) 
on the closed manifold dM , we have UGn(tn, -)(xn) = 0 for all U € TdM. 
Therefore, VGn(tn, -){xn) — 0 also holds for x n 6 dM. Combining this with 
(3.7.6) and (3.7.7) we obtain

1Г7ru+ \/_ u ^  G(tn, xn) , , cG(tn,x n)1 + £\\/&{tn,-){xn)\ < ------— ^-|v<^n| < ---------------- .

Thus, the first inequality in (3.7.8) holds. 
Finally, by (3.7.6) one has

ifnLG + GLipn +  2(VG, V^„) >  pnLG -  G -  ^ ^ | V G |  = :  Фn n
holds on {Gn > 0} \  cut(o), by Lemma 3.7.2 below we obtain at point 
(tn,xn) that

LG < -G +
2c |VG|.

ПЧ>п ntPn
Combining this with (3.7.7) and the first inequality in (3.7.8) we get

LG(tn,-)(xn) < - G 1+2e(tn,xn) n
for some constant c > 0 and all n > 1. Since e > 0 is arbitrary so that we 
may use e/2 to replace £ (recall that G(tn,x n) > 1), we prove the second 
inequality in (3.7.8).

(b) The non-convex case. Under (A3.2.1), there exists ф G V  in 
(3.0.2) such that N\ogф\дм > <r. By Theorem 1.2.5, the boundary dM  is 
convex under the new metric

and L = ф~2(A' + Z') for some G1-smooth vector Z' such that Ric^/ is 
bounded from below. Therefore, we are able to apply Lemma 3.7.2 below 
to L' := Д ' + Z' on the convex Riemannian manifold (M, (-, •)') to conclude 
the existence of the desired sequence {{tn,xn)}. □

Lemma 3.7.2. Assume that dM is convex and (3.7.1) holds. Let 
PniGn,(tn,xn) be in the proof of Theorem 3.7.1. Then the reflecting L- 
diffusion process is nonexplosive, and for any Ф € Сь(М) such that

Ф < LGn — GLipn + pnLG + 2(V<^n, VG) 
holds on {Gn > 0} \  cut(o), we have Ф(^,жга) < 0 for all n > 1.
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Proof. Let о £ M  be fixed and let pQ be the Riemannian distance to the 
point o. Recall that since dM  is convex, for any x,y  £ M  there exists a 
minimal geodesic in M  of length p[x, у) which links x  and y. see e.g. Propo­
sition 2.1.5 in [Wang (2005a)]. So, by (3.7.1) and a comparison theorem 
(see [Qian, Z. (1998)])

Lp0 < ^ K (  
holds outside {o} U cut(o). 
such that this implies

m  — 1) coth \ jK /(m  — 1) pQ 
In the sequel we shall set Lpa 0 on cut(o)

L\J  1 + p2 < С] on M (3.7.9)
for some constant ci > 0.

Next, let X t be the reflecting L-diffusion process generated by L, and 
ut be its horizontal lift on the frame bundle 0{M). By the Ito formula for 
Po(Xt) established by Kendall [Kendall (1987)] for dM  = 0 and noting that 
Np0\dM < 0 when dM  is nonempty but convex, we have

dp0(Xt) = v/2 {Xp0(Xt), utdBt) + LPo{Xt)dt -  dZf + dl't , (3.7.10) 
where Bt is the d-dimensional Brownian motion, Lpa is taken to be zero 
on {o} Ucut(o), lt and l't are two increasing processes such that Vt increases 
only when Xt = о while It increases only when Xt £ cut(o) U dM  (note 
that l't = 0 for d > 2). Combining this with (3.7.9) we obtain

d y / l+ p 20{Xt) < dMt + L sJ \+ p l(X t)d t  < dMt + Cldt
for some martingale Mt- This implies immediately the nonexplosion of X t . 

Now, let us take Xo = xn. Since h! < 0, it follows from (3.7.10) that 
dpn(Xt) > V2 (Vpn(Xt), utdBt) + Lipn(Xt)dt, (3.7.11)

where we set Ltpn =  0 on cut(o) as above.
On the other hand, since NG(tn, •) > 0, applying the Ito formula to 

G(tn,Xt) we obtain
dG(tn, X t) > V2 (VG(tn, -)(Xt), utdBt) + LG(tn, -){Xt)dt. (3.7.12)

Due to Gn(tn,xn) > 0, there exists r > 0 such that Gn > 0 on B(xn,r), 
the geodesic ball in M  centered at xn with radius r. Let 

т = inf{t > 0 : X t B(xn, r)}.
Then (3.7.11) and (3.7.12) imply

dG„(tn, X t) > dMt + LGn{tn, -){Xt)dt > dMt + Ф(1п, X t)dt, t < т 
for some martingale Mt. Since Gn(tn. X t) < Gn(tn,xn) and Xo =  xn, this 
implies that

r tA T

0 > EGn(tn, X tAT) -  Gn{tn, xn) > E /  Ф(1„, Xs)ds.
Jo

Therefore, the continuity of Ф implies
1 Г1Лт

» ( ( n , x „ )  =  l i m g ^ E  f*( i „ , X , ) d » < 0 . □
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3.7.2 Li-Yau type gradient estimate and H am ack  inequality

By using the generalized maximum principle, we are able to prove the 
following Li-Yau type gradient estimate. When M  is compact with a convex 
boundary, the first assertion is well known due to [Li and Yau (1986)] by 
using the classical maximum principle on compact manifolds, while when M  
is compact with a non-convex boundary, a similar inequality to (3.7.13) was 
proved in [Wang, J. (1997)] by using the “interior rolling Д-ball” condition.

Theorem  3.7.3. Let M  satisfy (A3.2.1) and L satisfy (3.7.1). Then the 
reflecting L-diffusion process on M  is nonexplosive and the corresponding 
Neumann semigroup Pt satisfies the following assertions:

(1)
(2)

If dM is convex then (3.7.2) holds for m in place of d.
If dM is non-convex, then for any bounded ф G V, the gradient in­
equality

| V log Ptf  |2 -  adt log Ptf  < m ( l+ e )a 2 + т а2К{ф,е,а) ^  ^ ^
2(1 - e ) t  ' 4(a — ||</>2||00) 

holds for all positive f  e Сь(М),а > ||02||oo5̂  > 0,e € (0,1) and

К(ф,е,а) := + J llV b g ^ IlL  + ^ sup(~ф~2Ьф2)

mo:2||Vlog^>2||g0(l + e ) \  
+ 8(0 -  ||<Я1оо)Ч 1 -  e) /

Proof. When dM  is convex the nonexplosion of X t is ensured by Lemma 
3.7.2. If dM  is non-convex, this can be confirmed by a time change of the 
process. More precisely, let X{ be the reflecting diffusion process on M  
generated by V  := ф2Ь, where L' =  Д' + Z' is given in (b) of the proof 
of Theorem 3.7.1 on the convex manifold (M, (•, •)'). By Lemma 3.7.2 the 
process X[ generated by L' is nonexplosive. Since X t = for £-1 the
inverse of

11—̂m =  / V p Q d s
Jo

so that tll^ll ,̂2 < £_1(t) < t, the process X t is nonexplosive as well.
Let /  6 Cl(M) be strictly positive, and let u(t,x) = logPtf(x). For a 

fixed number T > 0, we shall apply Theorem 3.7.1 to the reference function
G(t,x) = t{</>2(a;)|Vu|2(t,x) — aut (t,x)}, t €E [0,T],a; £ M.

Since ф € T>, we have

NG = t { (Хф2)\Хи\2 + - J ^ N \ X P tf \2} > 0
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holds on dM.
According to (1.14) in [Ledoux (2000)], (3.7.1) implies

L|Vu|2 -  2(VLu, Vu) > -2K \Vu\2 + • (3.7.14)2|Vu|2

Multiplying this inequality by e and (3.7.1) by 2(1 — e) then combining 
together, we obtain

L|Vu|2 > 2(VLu, Vu) -  2K\V\
2 2(1 — e)(Lu)2 e|V|Vu 212

m + 2|Vu|2

,2 ,2 e|V|Vu|2|2(|Vu|2 -  ut)2 4- 1 1  11
2 ^  2(1 - £) „ ^  |2 _

to - ' at> ^  2|Vu|2 (3.7.15)

Moreover, it is easy to check that

Lu = ut — |Vu|2, <9t|Vu|2 = 2(Vu, Vut).
Then we arrive at

(L — 9t)|Vu|2 >
m

— 2(Vu, V|Vu|2) — 2A'|Vu|2.
On the other hand,

-a (L  -  dt)ut = 2a(Vu, Vut) = 2(Vu, V(</>2|Vu|2 -  t~lG))
=  2<£2(Vu, V |V u |2) +  2 |V u |2(V u , Vd>2) -  2^ ( V u ,  VG). 

Combining this with (3.7.15) we obtain

(.L -  dt)G = ~ j +  4 ^ 2(L ~ ^t)lVu|2 + | V u |2L 0 2 + 2(V<£2, V|Vu|2)}

+  t{2<t)2{S7u, V|Vu|2) +  2 |V u |2(V u , V</>2) -  2t~1{S7u, VG)}
G 2(1 -  е)фЧ

(IVt uty  +
2 £02t|V|Vu 2 | 2

m " " 2|Vu|2

-  2K(f>2t\Vu\2 -  2|Vu| • |VG| -  2t|Vu|3|V</>2|
-  2i|V02| • |V|Vu|2| + t|Vu|2Ld>2.

Noting that
£02t|V |V u|212

2|Vu|2
-  2t|V<?r| ■ |V|Vu|2| > - 2t|V02|2|Vu|

еф2
we get

(L -  dt)G > - -  + 2(1 £^фН{\ Vu|2 -  Ut)2 -  2КфЧ\Ъи\2
t m

-  2|Vu| • |VG) -  2t|Vu|3|Vd>2|
l2 r ,2 2t|V<^2|2|Vu|2+ t Vu\2Ьф2 -----1 Y [ ' -----L .eqr

(3.7.16)
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We assume that supG > 0, otherwise the proof is done. Since G(0, •) =  
0 and NG\qm > 0, we can apply Theorem 3.7.1. Let {(fn,a:n)} be fixed in 
Theorem 3.7.1 for e.g. e = \ .  So,

( L - d t)G(tn,xn) < G — 2̂ Xn), |VG|(in,*n) < ° 3/2А ^ хп)' ( 3. 7. 1 7 )
n n

From now on, the value of functions are taken at a fixed point (tn, xn), so 
that t = tn in the sequel.

Let x  =  |Vu|2/G. We have

|Vu|2 - щ = ( х -  # * Ы ) в  =  +V at ) at
Combining this with (3.7.16) and (3.7.17), we arrive at

2(1 -  e)(j)2(xt(a -  ф2) + l )2 2 
m a2t

G (3.7.18)
n t n

+ {2Кф2 +  2e~1ф~2\Чф2\2 -  L<A2}xiG.
Since it is easy to see that

{Xt{a -  ф2) + l )2 > max {l, 4xt(a  -  ф2), (2t(a -  ф2))3/2х 3/2}, 
multiplying both sides of (3.7.18) by t(xt(a — ф2) + 1)- 2G-2, we obtain 

2(1 -  е)ф2 c't 1 2Кф2 + 2e_1|V log</>2|2</>2 — Ьф2
та2 -  n ( 1 Л VG) + G + 4(q -  </>2)G 1

|Vlog ф2\ф2 rt 
(a -  ^2)3/2\/2GV

„ c't 1 2Кф2 + 2E~1\Vlogф2\2ф2 -  Ьф2
~ n(l A VG) + G + 4(a -  02)G 1

|V log</>2|2m a2(l + e)02f 2(1 — е)еф2
^  16(a — ф2)3е(1 — e)G m a2(l + e)

for some constant c' > 0. Taking n —> oo and noting that ф > 1, we 
conclude that в := sup G satisfies

2(1 - e )  1 /  2К + 2е-1\\\7\о&ф2\\200 + 8ир(-ф-2Ьф2)
ma2(l + e ) - 6 \ + 4(a -  ||4>2||oo)

1|V log ̂ >21|^ m a2(l + e)T\
16(a -  ||^2||00)3e(l — e) У

Combining this with

в > G(T,x) =Т{ф2(х)\Чи\2(Т,х) -а щ (Т ,х ) ) ,  x e M,
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we obtain

<f>2(x)\Vu\2(T,x) — aut(T,x)

^ ma2( 1 +  e) / 1 2К  +  2 e~
~  2(1 - e )  I t  + "

/1 | 2X + 2£- 1 ||Vlog02||̂ o + su p (-0- 2L^2)
4 ( a -  ||^2 ||oo)

11 v  log ̂ >2IÎ 0wq2(i + g)
1 6 ( a -  ||02 ||oo)3 e ( l  - e ) )

for all ж € M. Then the proof is completed since T  > 0 is arbitrary. □

By a standard argument due to Li and Yau [Li and Yau (1986)], the 
gradient estimate (3.7.13) implies the following result on Harnack inequal­
ity.

Corollary 3.7.4. Let M  satisfy (A3.2.1) and L satisfy (3.7.1), and let 
ф E V  in (3.0.2). Then

for all positive f  €  Cb(M),t,e €  ( 0 , 1 ) , a  >  | |0 2 ||oo and x,y  e  M. In 
particular, if dM is convex then (3.7.3) holds for m in place of d and all 
a > 1.

Proof. Due to Theorem 3.7.3, the proof is standard according to [Li and 
Yau (1986)]. For x, у € M, let 7  : [0,1] —> M  be the shortest curve in 
M  linking x and у such that |7 | =  p(x,y). Then, for any s,t  > 0 and 
/  € it follows from (3.7.13) that

(3.7.19)

T- log Pt+rsfilr) = sdu log Pufbr)\u=t+rs + <7r, V log Pt+rsfbr)) dr
> - |V lo g P t+rs/ | 2(7r ) -/9(z,y)|V logPt+rs/|(7 r ) a

> -

This completes the proof by integrating w.r.t. dr over [0,1]. □
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3.8 Robin semigroup and applications

In this section we consider the Robin semigroup with application to the 
HWI inequality on non-convex manifolds. The key point of the study is 
to identify the semigroup by using the local time of the reflecting diffusion 
process and the underlying function Q on the boundary. Throughout the 
section we assume that Z = W  for some V  £ C2(M), so that L := Д + W  
is symmetric w.r.t. p(dx) := ev ^ d x .

For a non-negative measurable function Q on dM  and a bounded mea­
surable function W  on M, we will consider the operator Lw := L — W  with 
the Robin boundary condition

{N, V /) = Q f  on dM, (3.8.1)

where N  is the inward pointing unit normal vector field of dM. Let V q be 
the set of functions /  £ Cq°(M) satisfying (3.8.1), by Theorem 1.1.6(4) we 
have

£Q,w{f,g)-= [  {(Vf ,Vg) + W fg } d g  + [  i
J  M  J d M

Qfg  d pa
(3.8.2)

where pg is the area measure on dM  induced by p. It. is easy to see that

= ~  [  f L w gd,ц, f , g e V  
JM

T>0 D { f  € Cq°(M) : supp/  С M  \  dM},

which is dense in L2(p). So, ( £ q .w , Аэ) is symmetric, bounded below, 
densely defined on L 2 (fj,). By (3.8.2), (£q,w >A)) is closable and its clo­
sure (£q,w , r>(£Q,w)) is associated to a symmetric Co-semigroup P ^ ’W 
on L 2 (f£). Let ( L q ^w ^ { L q ,w ) )  be its generator, which thus extends 
(L w , C g ° ( M )) due to (3.8.2). When f f  =  0we simply denote £ q  — £ q ,w  
and P® =  P®'w . In this section we aim to study the Poincare inequality

g ( f ) < C £ Q( f J ) ,  f e v ( £ Q) (3.8.3)

and estimate the first Robin eigenvalue

Aq  :=  inf{£<?(/,/) : /  € V{£Q) , p { f 2) =  1}.
Let P® be the associate (sub-)Markov semigroup, which is called the Robin 
semigroup on M  generated by L and boundary condition (3.8.1). We have

P f / l h  < е -А«4||/||2, f e b 2(n).

Recall that for any p > 1, || • ||p stands for the Lp-norm w.r.t. p.
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Unlike for the study of the first Neumann and Dirichlet eigenvalues, 
known results on the first Robin eigenvalue are very rare: there is no any 
non-trivial explicit estimate of Aq for general Q. Nevertheless, it is easy to 
see that Aq is bounded above by the first Dirichlet eigenvalue

AD := inf{M(|V /|2) : p{ f2) =  1, /  € Cg(M), f \ dM =  0}.

To describe Aq , we shall first present a probability representation of the 
Robin semigroup Pf* and characterize the domain V(Sq ).

The remainder of this section consists of three parts. In the first part 
we characterize the Robin semigroup P p ,w and the associated quadratic 
form, in the second part we investigate the first eigenvalue Aq , and finally, 
in the last part we use the Robin semigroup to establish the HWI inequality 
on non-convex manifolds.

3.8.1 Characterization of  P®’W and'D(Eq )

Proposition 3.8.1. Let Q > 0. For any f  G L2(p),

PtQ’w f ( x ) = E x ^ f { X t) e - t i w{x°'>ds- t i Q(x °'>dhy  x e M ,  (3.8.4)

where Xt is the L-reflecting diffusion process on M with local time It on 
dM, and Ex is the expectation for the process starting at point x.

Proof. Let us denote

f ( X t)e~ Л w (x ^ ds~fo Q(x.)di.

We aim to prove that P®'w = P^ '11 holds on L2(p). To this end, we first 
consider /  € XV In this case, by (3.0.1), the Ito formula and the Robin 
boundary condition,

d f (X t) = V2 (V /№ ), UtdBt) + L f ( X t)dt + { fQ}(Xt)dlt.

This implies

d j f ( X t)e~ w{x°) d OUUMb }

= dMt + {(Lw f ( X t))e~So mxs)ds-f f Q(x„)dls j di 

for some martingale Mt. Therefore,

PtQ’Wf(x)  = f{x) + [  P ^ w Lw f(x)ds, x £ M , t >  0. (3.8.5)
Jo
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Now, for any /  6 V(Lq ŵ ), there exists {/„}„> 1 C V0 such that Lw f n = 
LQ,wfn -> Lq,w /  and /„ -> /  in L2{p). Since p®’w is bounded in L2{p), 
(3.8.5) implies that

P ? ’Wf  = f +  f  P?’WLQ,wfds, f  £ V{Lq>w).
Jo

Thus,
ApQ,w f

* 1 = P?'WLQ'Wf , f € V ( L Q,w ), t >  0 (3.8.6)at
holds in L2{p). Since pQ>w f  g V { L q ŵ ) for s > 0, combining this with 
the fact that

d-P?’W /  T pQ,w f _  pQ,W т t  

holds on V(LQ'W) uniformly in s £ [0, t], we arrive at 

± P £ ? P ? ' w f  = 0, s € [0, t].

Therefore, P®'Wf  =  P®M f  holds in L2{p) for /  £ V{Lq ŵ )- Since 
V(LQtw) is dense in L2(p), P®'W = P®'W holds in L2(p). □

Proposition 3.8.2. Let Q > 0 and Wq 1 be the completion of Cq with 
respect to the S q - п о г ш , where

CQ := { /  € Cl(M) : SQ( f J )  := p ( |V /|2) + pd(Qf2) < oo}.
Then V{£q ) = Wq’1.

Proof. It suffices to show that V(£q) D Cq .
(a) We first prove V { £ q ) Э Cq(M). Since Cg°(M) is dense in Cq(M) 

under the uniform norm up to the first-order derivatives, we only need to 
consider /  £ Cq°(M). Let xo £ M  be fixed. For any /  £ Cq°(M) there 
exists R > 0 such that

supp /  C B(xq,R) := {x £ M  : p(x0,x) < Rj,
where p is the Riemannian distance on M,  i.e. for any x,y € M, p(x, y) is 
the length (induced by the Riemannian metric) of the shortest continuous 
curve linking x and y. Let ro £ (0,1) such that the exponential map

<Pn  ■ {(дМ ) П B(x0, R +  1)} x [0,ro] Э (9,r) ы- exp0[rM] € К
is C^-smooth and invertible, where К  is the image of <рдг. Let po be the 
Riemannian distance to the boundary dM.  It is easy to see that 

К  = {x £ M  : there exists 9 £ (дМ ) П B(xo, R + 1) 
such that p q ( x ) = p{9,x) < ro}.
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Then the polar coordinate (0,r)(x) := p Nl (x) for x £ К is smooth in x. 
Let

/(0 ,r) =  (l +  Q(0)r)/(0,O).
We see that /  £ C°°(K) and satisfies the Robin condition on ( д М )  П  К. 
Since /(x) = 0 for p(xo, x) > R, we have /(x) = 0 for a: € К with p(xo, x) > 
R + ro- Noting that ro < 1, by letting /(x) =  0 for x ^ К we extend /  as 
a function on M which is C°°-smooth on

дГоМ  := {x € M  : p9(x) < r0}
and satisfies the Robin condition on dM.  Now, let h £ C'°°(K) such that 
0 < h < 1, h|[0,i] = 0 and /i|[2i00) =  1. Then for any natural number

fn ■= {l -  h(npa) } f  + h(np9) f  e Co°(M).
Moreover, since /„  =  /  in a neighborhood of dM, f n satisfies the Robin
boundary condition. Therefore, /„  £ V0. Obviously, f n —> /  in L2(p) as
n —> oo. It remains to observe that

lim Sq {fn ~ f , f n ~  f)  n—>oo
= lim £ q ( { 1  — h(np9)}( f  — /) ,  {1 — h(np9)}(f  — /) )

n -У oo

< 4 ( ||/ ||^  + || v / | |^ )  lim p(B(x0, R + 1) П {ре < 2/n}) = 0.n—>oo
(b) Let /  6 C q . For any n > 1 let gn G Cq°(M) such that 0 < gn < 

I)9п\в(хо,п) = 1, 5п|в(х0,2п)с = 0 and |Vgn| < Then fgn -> f  in L2(p) 
and £о((дп ~ 1)/, (5n — 1)/) —» 0 as n —> oo. Combining this with (a), we 
conclude that /  £ T>(Sq ). □

Finally, let Rtw and R/3 be the Neumann and Dirichlet semigroups gen­
erated by L on M  respectively. We have

P /7 (x )  = Exf ( X t), PtDf ( x ) = E * { f ( X t) l {t<T}}, X e M , f  e Bb(M),
where r  is the hitting time of Xt  to the boundary dM.  As a consequence 
of Proposition 3.8.1, the following result says that P® interpolates the 
Neumann and Dirichlet semigroups.

Corollary 3.8.3. For any non-negative measurable function Q on d M ,
lim PfQf ( X) = PtNf ( X), x e M , f e B b ( M ) .  (3.8.7)r-10

If Q > 0, then

iim P[Qf(x)  = PtDf(x), X  £ M , f  e Bb{M). (3.8.8)
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Proof. By the dominated convergence theorem, (3.8.7) follows from 
(3.8.4) immediately. Next, by (3.8.4) we have 

P[Qf(x)  = E* ( f ( X t)e-rSo‘ Q(x*)<iiŝ

=  P tD f ( x )  +  E x ( l {T<t ] f ( X t ) e - r f o Q ( x , ) d h y

Let 7rx(d.s, d$) be the distribution of (r, X T) restricted on {r < oo} given 
Xo = x. By the strong Markov property of the reflecting L-diffusion process 
and the fact that г ф t a.s., we have

(3.8.9)

■*(l {T<t}f(Xt)e-

J\0,t)xdM ^

r/ 0'Q ( X a)d is

E e/(X t_s)e -r  f 0‘ - °  Q ( X r )dl, |7rx(ds,d0).
(3.8.10)

Since Q > 0 and lt~s > 0 a.s. for t > s (cf. Theorem 7.2 in [Sato and 
Ueno (1965)]), we have fg s Q(Xr)dlr > 0 a.s. for Xo € dM  and t > s. 
Combining this with (3.8.9) and (3.8.10), we prove (3.8.8). □

3.8.2 Some criteria on Aq fo r  ц {М )  — 1

Throughout this subsection, we assume that p{M) = 1. We first present a 
probability characterization of Aq .

Theorem  3.8.4. For any measurable function Q > 0 on d M ,

An = liminf —-  log [  (Exe /о <3(xs)dbA ^(^ж).
t - y o o  21 J м  '  '

Consequently,

h m in f - i  log E 'h r2^1 «(*•)<“» < \ Q < —  log Е'ЧГ A* «(*•)«“•. 
t —У oo 21 t

Proof. By the Jensen inequality, the lower bound in second assertion 
follows from the first one immediately, while the upper bound follows from 
the fact that

Еде“ Jo Q(x.)6i. =  /i(PtQl) < M((PtQl)2)1/2 < e~Xqt.
So, it remains to prove the first assertion. Let

6 = lim inf —̂  log [  (Exe~ h  Q(x3)dL\ 
t~>oo 2t JM \  /

By Proposition 3.8.1,

(E * e -^ Q(* e)d*s) 2/x(dx)

(PtQl{x))2ff{dx) < e~2Xqt r (M) = e~2A«4, t > 0.

-1

/Jm

/ <
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This implies that Aq < 5.
On the other hand, for any e > 0 there exists te > 0 such that

—-  log f  (Exe~ /j,(dx) > 6 Л £-_1 — e, t > te.
2t J м  '  '

So, for any /  G L°°(ff), we have

f (PtQf ) 2dp < \\f\\l [ (Exe~fo <Hx - ) « A \ { d x )
Jm Jm 4 '

<  ll/l looe_2(<5Ae_1_e)+t> t >  U.

Combining this with Lemma 2.2 in [Rockner and Wang (2001)], we obtain

< | | / | |^ /V ( /2)1“ s/te -2(ME_1- £)+5, t > te,s G [0,f],
Letting t —i oo, we arrive at

n((P?f)2) < ffU2) e -2(5A£_1- £)+s, s  >0, f  G

Since is dense in L2{p). this implies that Aq > 6 Л e_1 — e for all
e > 0. Therefore, Aq > 6. □

By Theorem 3.8.4, ffd(Q) > 0 is necessary to ensure Aq > 0. The next 
result provides some equivalent statements for Aq > 0 for all non-trivual 
Q.

Theorem 3.8.5. Let M  be non-compact. Then the following statements 
are equivalent to each other:

(■i) For any non-negative measurable function Q on dM with ffd{Q) > 0, 
there holds Aq > 0.

(ii) There exists a non-negative measurable function Q on dM with compact 
support such that Aq > 0.

(m) There exist two constants C\, C2 > 0 such that the defective Poincare 
inequality

M /2) < ClM(|V/|2) + c 2/i(|/|)2, /  € C l { M )

holds.
(iv) There exists a constant C > 0 such that the Poincare inequality 

M /2) < Cp(\S7f\2) + p( f)2, f  G Cq(M)

holds.
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Proof. Since the Neumann semigroup has strictly positive density, ac­
cording to [Aida (1998)] it is uniformly positivity improving and hence the 
Neumann Dirichlet form satisfies the weak spectral gap property. So, ac­
cording to Proposition 1.2 in [Rockner and Wang (2001)], the weak Poincare 
inequality

h ( /2) < a{r)fi{\\7f\2) АгЦ/Цоо, r > 0 , /  e Cl(M),n( f)  = 0
holds for some a  : (0, oo) —> (0, oo). Thus, due to Proposition 1.3 in 
[Rockner and Wang (2001)], the statements (Hi) and (iv) are equivalent. 
Moreover, it is clear that (i) implies (ii). Therefore, it suffices to prove that 
(■ii) implies (Hi) while (in) implies (i).

(a) Let Xq > 0 for some non-negative Q with compact support K. Take 
h 6 Cq°(M) such that |V/i| < 1,Л|к = 0 and И\щ = 1 for some compact 
smooth domain Ki D K. Then by Proposition 3.8.2, for any /  6 Cq(M),

R((fh)2) < ^ M(|V (//i)|2) +  ± » d(Q(fh)2) = i - M(|V (/h)|2)
X q  X q  X q

< y -^ ( |V / |2) + ^ - m( / 21Ki)- 
X q  X q

This implies

h ( / 2) <  K ( f h)2) +  m( / 21k J  <  ^ / / ( | V / | 2) +  ( l  +  - ^ ) m( / 2I k i )-

By the local (defective in case Ki is non-connected) Poincare inequality,
M /2l Kl) < A/r(|V/|2) + Bn(\f\)2

holds for some constants A, В  > 0. Therefore, (in) holds.
(b) (Hi) implies (г). Let Hd(Q) > 0. Then it is easy to see that 

SQ( f J )  = 0 implies that /  — 0. Then according to Theorem 1.6.17, 
the weak Poincare inequality

M(/2) < <*(r)£Q(f, f )  + r | | / | |^ ,  r > 0, /  e V(£q )
holds for some a : (0, oo) —> (0, oo). On the other hand, (Hi) implies that 
( £ q , V ( £ q ) )  satisfies the defective Poincare inequality. Therefore, by [Wang 
(2003)], we have Xq > 0. □

Obviously, the above proof of (Hi) implying (г) indeed gives the following 
stronger assertion.

Theorem 3.8.6. If there exist two constants C\, Сг > 0 such that 

m ( / 2 )  <  C,£Q( f J )  +  C 2 M I / I ) 2 , /  e  Cq(M)
holds, then Xq >  0.
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As a consequence of Theorem 3.8.6, we have the following drift condi­
tions for Xq > 0.

Corollary 3.8.7. If  there exists W  € C2(M) and a compact set К  С M  
such that W  > 1 and

LW < - X W  + blK, NW\aM <aWQ\dM (3.8.11)
holds for some constants X,b,a > 0. Then Xq > 0.

Proof. Without loss of generality, we assume that К  is a smooth compact 
domain such that the Poincare inequality

Jk / 2Ф  < C J  I 'v /|2dM + (  f d p j  , f e e 1 (K)

holds for some constant C > 0. By (3.8.11) we have 1 < + J Ik , so
that

/M/2d"sU  
U

f
- L W \  , b
l H d / x + A L

f  dp

< 1 + Cb

V ( —w ’w >d*+U j w 4 dM+i i / d'‘
[  |V /|2d / i + y /  Q f 2dpa +  т Р ( |/ |)2

J M л J dM A
1 -f- Cb -j" ol _ , . b /.„.vo

< ------д------£Q(f,f ) + XMI/I)2-
This implies Xq  > 0 according to Theorem 3.8.6. □

In applications, a standard choice of W  is espo for e > 0 and the Rie- 
mannian distance pa to a fixed point о e M. More precisely, if

lim sup Lp0 < 0
P o - *  OO

holds outside the cut-locus of o, which can be verified by using curvature 
conditions due to the second variational formula of the Riemannian distance 
(cf. [Wang (2005a)]), one has for К  = {pa < R} for sufficiently large R >  0,

Lp0 < -6
holds outside К  for some constant 5 > 0. Then

Leep0 = ee£po(Lp0 + e) < —e(6 — e)eepo 
holds outside K. Thus, by letting e.g. W  = eEpo for small e and large 
p0 (note that by an approximation argument we may assume that pa is 
smooth, see e.g. [Wang (2005a)]), then LW < —AW + Ь1к holds for some 
A, b > 0. Next, the boundary condition holds provided either dM  is convex 
such that Np0 < 0, or inf Q > 0.
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3.8.3 Application to H W I  inequality

As observed in the beginning of this section, when Q > 0 the Robin semi­
group p®’w is symmetric in L2(p). Since according to e.g. Theorem 3.3.3 
when dM  is non-convex we have to treat P® for negative Q. we first con­
sider the symmetry of P®’W for possibly negative Q.

Lemma 3.8.8. Assume (A3.2.1)(ii). Let W be a bounded measurable 
function on M  and Q G Сь(дМ). Then for any t > 0,

p Q , w  j  ; = E . j  f ( X t )e~ Л* w ( x .) d * - /0* Q ( x s ) d i a |

is a symmetric bounded operator on L2{p).

Proof. Since both Q and W  are bounded, and by Theorem 3.2.9(2) 
5иргбМ Ез;ел(г < oo holds for all Л > 0, it is easy to see that P®,w is 
bounded in L 2 ( p )  since the Neumann semigroup P t  is contractive.

To describe f  Q(Xs)dls we shall apply the Ito formula to a proper 
reference function of X s. To this end, we first extend Q to a smooth function 
on M. By assumption (A3.2.1)(ii), one may find a function Q G 
such that Q\om = Q,NQ\gM — 0 and |VQ| + \LQ\ is bounded. This can 
be realized by using the polar coordinates

dM  x [0,ro) Э (9,s) h-+ expfsAe],

for ro > 0 given in (A3.2.1)(ii). Prom this one may take Q(6, s) =  Q(e)h(s) 
on дГоМ  for some h € C°°([0, oo)), such that h(0) = l,h'(0) = 0 and 
h(s) = 0 for s > ro, and let Q = 0 outside дГоМ. This Q meets our 
requirements since Lpg is bounded on droM.

Let Ф € Cq°([0, oo)) be such that 0 < Ф < 1, Ф(в) = 1 for s G [0,1] and 
Ф(я) = 0 for s > 2. Let

rnpa
ipn = ~  $(s)ds.

n Jo
Then 0 < ipn < 2n~1. фп = pg for pg < п_1,грп is constant for pg > 2n_1 
and |VV>„| < 1. Moreover, ipn G C°°(M) for large n. Since Хфп = X  and 
NQ = 0 on dM,  by the Ito formula we have

m n)(Xt) = Mn(t) + [  L ( M ) ( X s)ds+ /*Q (X e)dIs, 
Jo Jo

where Mn(t) is a martingale with quadratic variational process

(Mn)(t) = 2 \ X m n)\2(Xs)ds. (3.8.12)
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Note that L(Qipn) and |VQ| +  \LQ\ + 1агм|-М>э| are bounded. So, 

Ex[f(Xt)e~ fo m x s)ds-f‘ Q(x.)d/.j
= Ex[f(Xt )efo‘iL(QiPn)-w Hxs)dsj + £n>

where
£ji ;= Ex[/(Xt)e_ ^ w (x »)d5-/0‘Q(Xs)dJ^1 _ e(QV-n)(Xt)-Mn(t)^

which goes to zero uniformly in x as n —» oo according to (3.8.12) and the 
above mentioned properties of Q and гфп. Therefore, letting

Pt{n)f ( x ) = EI [/(Xt)e^o(I (|3'l" )-lv}(x*)ds],

we have

lim P?’Wf  -  Ptin)f  |2) = 0, /  € i 2(/r).

Noting that Proposition 3.8.1 for Q = 0 implies that Pjn> is symmetric in 
L2(/x) for any n > 1, so is P®'W■ □

Theorem  3.8.9. Let Z  = X V  for some V £ C2(M) such that ц is a 
probability measure. Assume (A3.2.1) and let Ricz  > К  and I > a hold 
for some К, a £ M. Let

r]x(s) := sup ExeMs, s, A € M.
x€zM

Then for any t > 0 and f  £ Сг(М) with p{ f2) = 1,

M /2b g / 2) < 4 ^  e -2Xsr/_2CT(s )d s ^ ( |V / |2)

, W2( f p , p ) 2
4 /0t e2A:sT?-2<T(s)-:Lds

(3.8.14)

Proof. When dM  is convex, the desired HWI inequality follows from the 
log-Sobolev inequality in Theorem 3.3.1(3) for a =  0 and the log-Harnack 
inequality in Theorem 3.3.2(4) (see the proof of Theorem 2.4.1(3)). So, we 
only consider the non-convex case under assumption (A3.2.1)(ii).

By Theorem 3.2.9(2), (A3.2.1)(ii) implies r\\ < oo. Let /  £ Cl(M)  and 
t > 0. We have

d IVP f212
— Ps{(Pt_s/ 2)logPt_s/ 2} =  Ps p *-aJ 2 ' , e € [0 ,t], (3.8.15)



22 4 Analysis for Diffusion Processes on Riemannian Manifolds

where Pt is the semigroup of the reflecting diffusion process generated by 
L = A + W  on M. By Theorem 3.3.1(2) for p = 1, (3.8.4) and using the 
Schwartz inequality, we obtain

| V i W 2 |2 _ - 2 K < t - s ) № y { \ V f 2 \ ( X t - s ) e - ° l' - ° } ) 2

P t -s f2 {y )~ P t -s f2 (y)
< 4e_2Jf(t_s)Ey{ |V /|2(Xt_s)e_2<Ti*_s}
= 4e~2K^ P 2f s\\ /f \2(y), s e [0, t ] ,ye  M.

Combining this with (3.8.15) we obtain

-P t( /2 l o g / 2) < {Ptf2) lo g Pt f2 + 4 f  e - 2K ^ P s P ^ s \ V f \ 2d s .
Jo

Since p, is an invariant measure of Ps and P2ZS is symmetric in L2(p) 
according to Lemma 3.8.8, taking integral for both sides with respect to p, 
we arrive at

M /2log /2) < ff{(Ptf2) bg Ptf2)
rt (3.8.16)

+ M |V / |2) /  e 2KsV-2 o{s)ds.
Jo

On the other hand, for any x, у G M,  let x. : [0,1] —> M  be the minimal 
curve from x to у with constant speed. We have | i s| = p(x, y). Let h 6 
C1 ([0, i]) be such that h(0) = l,h(t) = 0. According to Theorem 3.3.1(2) 
for p =  1, we have

Pt lo g /2(x) -  logPtf 2(y) = J  ^ P s ( l° g Pt-sf 2)ix h(s))ds 

<  J  [\h' (s)\p(x,y)\VPs{logPt- s f 2)\{xh(s))

■ ЕХЛ(з, |V P t-s/2|2 , v  j„

< J  EXh(-*'>{\ti(s)\p(x,y)

<

I V P t- s f2
/0 '  Pt-s f2

| V - P t - s / 2 !2 

(Pt-sf2)2 
p(x,y)2 r*

■(X,)e— Ks—(jls

(Xs)}ds

f  \h'(s)\2e~2Ksri-2v(s)ds =: c(t)p(x, y)2.
Jo

(3.8.17)
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Now, let p ( f2) =  1 and ir € C ( / 2/i, /i)  be the optimal coupling for 
W2{f2p, ft). It follows from the symmetry of Pt and (3.8.17) that

M((Pt/ 2)logPt/ 2) =  /i( /2Pt log Pt/ 2) = [  Pt(\ogPtf 2)(x)n(dx,dy)
J M x M

< f  { logP2t/ 2(y) + c(t)p(x,y)2}n(dx,dy)
J M x M

= /i(logP2t/ 2) + c(t)W2( f 2p, p)2 < c(t)W2{f2ft, ft)2, 
where in the last step we have used the Jensen inequality that 

/x(logP2(/ 2) < log p{P2tf 2) =  0.

Combining this with (3.8.16) we obtain

M /2!og/2) < 4/r(|V /|2) f  e -2Ksri_2tT(s)ds
Jo

+ W b ( /W )a f\h '{s )\
Jo

2e~2KsV - 2 o{s)ds.

Then the proof is completed by taking

h(s) f*  e2Kuy_2a(u) 

f * e 2Kur]_2a(u )-1du
s e [0,t].

□





C hapter 4

S to ch astic  A naly sis  on  P a th  Space 
over M an ifo ld s  w ith  B o u n d a ry

Stochastic analysis on the path space over a complete Riemannian manifold 
without boundary has been well developed since 1992 when В. K. Driver 
[Driver (1992)] proved the quasi-invariance theorem for the Brownian mo­
tion on compact Riemannian manifolds. A key point of the study is to first 
establish an integration by parts formula for the associated gradient opera­
tor induced by the quasi-invariant flows, then prove functional inequalities 
for the corresponding Dirichlet form (see e.g. [Fang (1994); Hsu (1997); 
Capitaine et al (1997)] and references within). For more analysis on Rie­
mannian path spaces we refer to [Elworthy and Li (2008); Malliavin (1997); 
Stroock (2000)] and references within. On the other hand, the Talagrand 
type transportation-cost inequality has been established in [Wang (2004b); 
Fang et al (2008)] on the path space with respect to the intrinsic distance 
induced by the Malliavin gradient and the uniform distance respectively, 
see also [Feyel and Ustiinel (2002); Wu and Zhang (2004)] for the study 
of transportation-cost inequality on Wiener space and the path space of 
diffusion processes on Rd.

The aim of this chapter is to establish the corresponding theory on the 
path space for the reflecting diffusion process on manifolds with bound­
ary. In Section §4.1 we introduce an alternative construction of Hsu’s the 
multiplicative functional initiated in [Hsu (2002b)], then define the corre­
sponding damped gradient operator in §4.2, which satisfies an integration 
by parts formula induced by intrinsic quasi-invariant flows. In §4.3 we es­
tablish the log-Sobolev inequality for the associated Dirichlet form. These 
three sections are mainly modified from [Wang (2011a)]. Moreover, some 
transportation-cost inequalities, which are equivalent to the curvature con­
dition and the convexity of the manifold, will be addressed in §4.4 and then 
partly extended in §4.5 to the non-convex case.

227



22 8 Analysis for Diffusion Processes on Riemannian Manifolds

4.1 Multiplicative functional

In this section, we aim to construct a modified version of Hsu’s Multi­
plicative functional introduced in [Hsu (2002b)] for the reflecting diffusion 
processes. Let M  be a d-dimensional connected Riemannian manifold with 
boundary dM.  Let T  > 0 be fixed. The path space for the reflecting 
diffusion process on M  with time-interval [0, T] is

W T := C([0,T};M).

For each point x £ M, let W j  =  { 7 6  WT : 7 0  =  x}. Let Bt be the 
d-dimensional Brownian motion on a complete probability space (Cl, T,  P) 
with natural filtration {-Ft}t>o- For any x £ M,  let OxM  be the set of all 
orthonormal bases for the tangent space TXM  at point x, and let O(M) := 
UxeM Ox(M) be the frame bundle. Let Z  be a C'1-smooth vector field. 
Then for any x € M,  the reflecting diffusion process generated by L := 
Д + Z  starting at x can be constructed by solving the SDE (see (3.0.1))

d X f  =  V2 uf  о dBt + Z(Xf)dt  +  N(Xf)dlf ,  (4.1.1)

where uf  £ Ox* (M) is the horizontal lift of X f  on the frame bundle 0(M),  
N  is the inward unit normal vector field on dM,  and If is the local time of 
X f  on the boundary dM. Let X*0 T j = { X f  : 0 < t < T}.

To construct the desired continuous multiplicative functional, we need 
the following assumptions.

(A4.1.1) There exist two constants K, a £ R such that Ricz  Ric —
VZ > К  and I > a; and EeAff l* < 00 holds for X,t > 0, x £ M, where 
a~ := 0 V (—cr).

Due to Theorem 3.2.9, (A4.1.1) follows from (A3.2.1). To introduce 
Hsu’s discontinuous multiplicative functional, we need the lift operators 
Ricz(u) and I(u) defined by (2.2.2) and (3.2.3) for и £ O(M). Moreover, 
for и £ дО(М) := {и £ 0(M)  : pu £ дМ},  let

Pu(a,b) = (ua, N)(ub, N), a , b £ R d.

For any e > 0 and r > 0, let Qf f  solve the following SDE on

d Qxr]t = - Q ^ R i c f  (uf)dt + (e-'Pu; + Iuf )d I f) ,  (4.1.2)

with Qf’f  = I, for all t > r. According to Theorem 3.4 in [Hsu (2002b)] 
for compact M, when e J. 0 the process Qf ’f  converges in L2(P) to an 
adapted right-continuous process Qxt with left limit, such that Q f tPu* = 0



Stochastic Analysis on Path Space over Manifolds with Boundary 229

if X х 6 dM. Here, we introduce a slightly different but simpler construction 
of the multiplicative functional by solving a random integral equation on 
Rd <g>Rd.

Theorem  4.1.1. Assume (A4.1.1).

(1) Let r > 0. For any x € M and Uq 6 Ox(M), the equation

Qx  __
r ,t l{Xfe дм}Ри*)

has a unique solution for t > r.
(2) For any 0 < r < t, ||Q*t || < e-K(t-r)-a{it-lT) a s > where || • || is the 

operator norm for d x d-matrices.
(3) For any 0 <  r  < s < t, Qf t = QftSQx,t a.s.

Proof. The uniqueness of solution is obvious. It remains to construct a 
solution up to an arbitrarily given time T > r. For simplicity, we will drop 
the superscript x. By (A4.1.1) and (4.1.2), we have, for t > r,

IIQr.tll2 <  1 - 2 K  f  ||Q* J 2ds -  2a J *  ||Q*,J2dls - - £J *  ||Q*iSPuJ 2d/s.

In particular,

IIQr.tll2 < e-2K(t-r)_2<T(I*_Jr), t > r;

\\Qr,sPu. I|2dis < \  ( l  + (2K - T  + 2о-1ту к ~т+2°~1хУ (4Л'3)

Combining this with (A4.1.1), we obtain

lim E Г  ||Q*,5FuJ 2dls =  0 (4.1.4)
£->° Jr

and

sup E [  ||Q^t ||2(dt +  d/t) < oo. 
eG (0,l) Jr

Because of the latter we may find a sequence en 4- 0 and an adapted process 
Qr . € L2(fi x [r,T] -> Rd <g> Rd;P x (dt + dlt )), such that for any g 6 
L2(fi x [r,T] —> Rd;P x (dt + d/t)),

lim E [  Q£rntgt{dt + dlt) = E f  Qr,tgt{dt + d/t). 
n ^ ° °  J r  ’ J r
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Noting that dt and dlt are singular to each other, replacing gt by Зг 1 {xtedM} 
and (]tA{xt<fdM} respectively, we arrive at

lim E
n —>oo

[  Qr”t9tdt = E f  Qr,t9tdt,
Jr Jr

lim E [  Qerntgtdlt = E f  Qr,t9tdlt 
n ^ ° °  J r  J r

(4.1.5)

for all g £ L2(Q x [r, T] —> Rd; P x (dt + d/t)). In particular, it follows from 
(4.1.4) that

E jO r , t P u t i P d / t  —  0 . (4.1.6)

Now, for bounded g, let

9t = {I ~ 1 {xtedM}Put)9t- 

It follows from (4.1.2) that

E J  QVjt9t{^t + dlt )

= E J  ( d t -  J  QrrsRicz (us)&ds -  J  Q£r*sIu,gtdl^j {dt + dlt

Jf  gt {dt + dlt ) - E  J  ^ Q ^ R ie f  (us) ^  gt {dt + d/t)^ds 

- E  £  ( q ^ K .  j *  ~gt{dt + d l t)

E

Letting n t  oo and using (4.1.5), we obtain

E J  Qr,t9t(dt +  dlt)

=  E /  ( l  ~  J  Qr,sRic1j;(us)ds -  J  Qr,sIu,dls^jgt(dt + dlt ). 

Combining this with (4.1.6) we conclude that

Q r , t  = ( l  ~~ J  Q r ,s ^d z ius)ds — J  Qr,slusd£s^ {l — l{Xt€3M}-fii()

holds for P x (dt + d/f)-a.e. So, letting
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for all t 6 [r. T], we have Q = Q, P x (df + d/t)-a.e and thus,

Q r , t  =  J '  Q r . s ^ d i ^ z  ( ^ s ) d s  J  Q r , s ^ - u 3 d l s ^  ( i  1 { X t £ d M } P u t )

holds for t € [г, T ].
Next, by the first inequality in (5.5.32) and the weak convergence of Qern 

to QP„  we have ||Qr,t|| < e-K{t-r)-o(it- ir)̂  p x (df + dff)-a.e. Thus, Qr,t 
satisfies the same inequality since Qr<. — Qr,-, P x  (dt + dft)-a.e. Noting 
that F(Xt € дМ)  = 0 holds for any t > 0, and when X t £ dM, Qr . 
is right continuous at t, we conclude that ||<2r,t|| < e~K(t-r)-o{it-ir) a s  
So, (2) holds. Finally, since QeT*t — QeTrlsQEs t̂ holds for all n > 1 and all
0 < r < s < t, we prove (3) by a similar argument. □

We remark that our multiplicative functional Qx is slightly different 
from Hsu’s Qx, since the latter is right-continuous but the former is not. 
As Qq . is continuous on { t : X f  ф dM)  which is dense in [0, oo), and both 
functional are weak limits of Qx<£n as n —> oo, we conclude that they are 
equivalent, i.e. for any r <t,  Qx t = Qxt, a.s.

Let Qx — Qxi t , t > 0. The following property of Qx will be useful in the 
sequel.

Proposition 4.1.2. Assume (A4.1.1). For any Rd-valued continuous 
semi-martingale gt with 1 {x?edM}Put9t = 0,

dQf,tgt = Or.tdflt -  QP,tRicf {vf)gtdt -  QtitIUtgtdl f , t > r,

where

Qr,t : =  ( l  ~ f  Q ? R i c f  K ) d s  -  £  Q f I u fd Z ^ .

Proof. For simplicity, we only consider r = 0. By Theorem 4.1.1 and
1 dM(Xt)PUt9t = 0, we have

Q*gt =  ( l  -  J*  QJRicf (< )ds  -  £  Q*Iu* d l ^ g t = Qxt gt .

Then the proof is completed by using Ito’s formula. □

Let Pt be the Neumann semigroup generated by L, i.e.

Ptf{x) — Ef (X f) ,  x e M ,f  > 0 , / e B 6(M),

where Въ(М) is the set of all bounded measurable functions on M. The 
following is a consequence of Proposition 4.1.2.



232 Analysis for Diffusion Processes on Riemannian Manifolds

Corollary 4.1.3. Assume (A3.2.1). Then for any f  G Cff{M) and t > 
r > 0,

is a martingale. Consequently,

( O ^ V f W p C )  = E ( Q ^ « ) - 1V /(A t)|jFr), (4.1.7)

and for any non-negative adapted process h such that E J(j |/i'(s)|2ds < oo 
and h(r) = 0, h(t) = 1,

rt
(O^v/wpq?) = - ^ e ( f ( x ? ) J  h'(s)QfiSdBs Tr (4.1.8)

Proof. Again we only consider r =  0 and drop the superscript x for 
simplicity.

(a) Let gs =  (us)_1 S7Pt- sf ( X s). Since on dM  the vector field VFt_s/  
is vertical to N,  we have 1 {xsedM}Pus9s = 0. Then, by Proposition 4.1.2, 
we have

dQ*9s = Qxs&9s ~ <3sRicf  (ws)fifsds -  QxsIU3gsdls, s G [0, t]. (4.1.9)
To calculate dgs, let

F(u,t -  s) =  u~1X7Pt- sf(pu), uGO(M).

Let {ei}f=1 be the canonical ONB on Rd and {ifej}i=i the corresponding 
family of horizontal vector fields. For any vector field U on M, let H и be 
its horizontal lift. Then the horizontal Laplacian is Дo(m) =  Yli= 
and the generator of ut , the horizontal lift of X t. is

Lo(M) '■= Д о (м ) +  Hz-
By the Bochner-Weitzenbock formula and noting that A Pt-Sf  = —LPt~sf , 
we obtain (see also (b) in the proof of Theorem 3.2.1)

~ F {u ,  t -  .)  =  —v~ lV(LPt- af)(pu)  (4ЛЛ0)

= ~ L 0 (M)F(-, t-  s){u) + Ricf (u)F(u,t -  s), 
for all s G [0,t]. On the other hand, noting that

d
dut = V2 Hei о dB\ + H z {ut)dt + H N(ut)dlt ,

2=1

by Ito’s formula, for any fixed to G [0, t] we have

dF(us, t0) =  dMs + L0(m )F(-, t0)(us)ds + H NF(-, t0)(us)dls,
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where

dMs := V2 ^ ( f f ejF (-,i0) )M d B '.
i=l

Therefore,

dgs =  dMs + Ricf (us)gsds + H NF ( - , t -  s)(us)dls.

Since 1 {xs£dM}QxsPus =  0, combining this with (4.1.9) we obtain

dQxsga =  QfdMs + Q*(I -  PUs){H.NF ( - , t -  s)(us) -  lUsF(us, t  -  s)}dls.

Noting that for any e £ it follows from (3.2.7) that when X s £ dM,

( ( I - P u, )H NF ( ; t - s ) ( u s),e)
= UessPt_s f (N,pduse) = l(V Pt- sf ( X s) ,pause)

Ius {F(us, t s), e) (Ius Flit's) ̂  s) 5

we conclude that

(/ -  PU3){HNF(-,t -  s)(us) -  IUsF(us, t -  s)}dl3 = 0.

Therefore, Qxgs is a local martingale. Since (A3.2.1 ) implies (A4.1.1), 
Qxsgs is indeed a martingale according to Theorems 3.3.1 and 4.1.1.

(b) (4.1.7) follows immediately from the first assertion as Ptf  satisfies 
the Neumann boundary condition. The proof of (4.1.8) is similar to that 
of (3.2.2). Indeed, as shown in step (c) in the proof of Theorem 3.2.1, we 
have

f { X t) = Ptf(x)  + y/ 2 [ \ u J lVPt- sf ( X s),dBs). (4.1.11)
Jo

Next, since Q*u~lXPt- sf ( X s) is a martingale,

Q X _1 VPt- , f {X .)  = E(Qxu ^ V f ( X t )\Fs), s £ [0,<]. 

Combining these with (4.1.7) for r = 0 we arrive at

E j / ( A t) £  h\s)QxsdBs J  = E J*  {h'(s)QxuJ1VPt- sf  (Xs)}ds

= E f  {h'(s)Qxu ; 1V f ( X t)}ds = E {Qxu ^ X f ( X t)} =  u ^ V P J i x ) .
Jo

This completes the proof. □
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4.2 Damped gradient, quasi-invariant flows and integration 
by parts

It is well-known that for diffusion on manifolds without boundary, the Malli- 
avin derivative can be realized by quasi-invariant flows. In this section, by 
using the multiplicative functional constructed in the last section, we first 
introduce the damped gradient operator as in [Fang and Malliavin (1993)] 
for manifolds without boundary, then introduce quasi-invariant flows in­
duced by SDEs with reflection, and finally link them by establishing an 
integration by parts formula.

Before moving on, let us mention that the existing study in this direc­
tion is very limited. To see this, let us recall [Zambotti (2005)] where an 
integration by parts formula was established on the path space of the one­
dimensional reflecting Brownian motion. Let e.g. X t — |6t |, where is the 
one-dimensional Brownian motion. For h G C([0, T];R) with h(0) =  0 and 
/ QT \h'(t)\2dt. < oo, let dh be the derivative operator induced by the flow 
X  + eh, i.e.

П

dhF  = Y J htiX if ( X tl, . . . , X tn),
2=1

where n G N,0 < t\ < .. .  < tn < T  and F(X[0,r]) =  f { X tl , . . . ,  X t„) 
for some /  G C°°(Mn). As the main result of [Zambotti (2005)], when 
h G C§((0, T)), Theorem 2.3 in [Zambotti (2005)] provides an integration by 
parts formula for dh by using an infinite-dimensional generalized functional 
in the sense of Schwarz. Since for a non-trivial function h, X  + eh is 
not quasi-invariant, this integration by parts formula cannot be formulated 
by using the distribution of X  with a density function, and the induced 
gradient operator does not provide a Dirichlet form on the L2-space of 
the distribution of f̂[o,T)- In this section, we shall establish an essentially 
different integration by parts formula using quasi-invariant flows.

4.2.1 Damped gradient operator and quasi-invariant 
flows

We shall use multiplicative functionals {Qx t : 0 < r < t < T)  to define the 
damped gradient operator for functionals of X х (see [Fang and Malliavin 
(1993)] for the damped gradient operator for manifolds without boundary). 

Let

Ho = {л G C([0,T];Md) : Л(0) -  0, ||h||2o := \h'(t)\2dt < oo},
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which is a Hilbert space with respect to the inner product

(hi,h2)m0 := f h'2(t))dt.
Jo

Consider the following class of smooth cylindrical functions on W T:

J-Co00 = {W T Э 7 н  / ( 7tl, • • • ,7t«) : n > 1,
o < t i  < ...  < t n < T , f  e C0°°(Mn)}.

For any F  e JFCo00 with F (7) =  / ( 7tl, . . . ,  7t„), define the damped 
qradient D{)F(X'fn ) as an Hn-valued random variable by setting 
(D°F(XfO T]))(0) = 0 and

^t ( D ° F ( x ^ T]m  = £  Ц к и у С К М Г ' Ъ П Х ^ , .  • • .X f j ,  t e [о,t ],
i= 1

where V, denotes the gradient operator w.r.t. the г-th component. Then, 
for any Но-valued random variable h, let

D°hF ( X ^ T]) = (D °F(X^T]),h)Uo

< « ) - 1Vi/(X fl , . . . ,X fJ , (Q?,ti)*b'W}d*.

Note that when dM = 0, we may let lt = 0 in (4.1.2), so that our formula­
tion of D°F goes back to the known one presented in [Fang and Malliavin 
(1993)] for manifolds without boundary.

Now, we intend to link D®F to the directional derivative induced by a 
quasi-invariant flow. The idea comes from §4(a) in [Bismut (1984)] where 
quasi-invariant flows are constructed for M  being a half-space of Krf, which 
essentially reduces to the one-dimensional setting, by solving SDEs with 
reflecting boundary. Let Ho be the set of all adapted elements in L2(Q. —> 
H0;P); i.e.

Ho =  {h € L2(Q -> Ho;P) : h(t) is .Ft-measurable, t € [0,T]}.

Then Ho is a Hilbert space with inner product

{h, *)h0 := E(ft> ^)h0 = E [  (h'h)’ h'(t))dt, h , h e  H0.
Jo

To describe D°F by using a quasi-invariant flow, for h € Ho and e > 0 
let X £,h solve the SDE

d X et 'h = V2u£t 'h о dBt + Z{Xt’h)dt + N (Xt’h)dl£’h 
+ eV2uet ’hti(t)dt, X^’h = x  = pug,

(4.2.2)
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where l\'h and u\'h are, respectively, the local time on dM  and the hori­
zontal lift on O(M) for X f ’h.

Moreover, let us explain that the flow is quasi-invariant, i.e. for each 
e > 0, the distribution of X £̂hT  ̂ is absolutely continuous w.r.t. that of 
X*0 Tj. Let

R£'h = exp £ £  {h'{t),ABt) - ^  £  \h \ t ) \4 t  .

By the Girsanov theorem,

B\'h := Bt -  eh(t)

is the d-dimensional Brownian motion under the probability Re,hP. Thus, 
the distribution of X*Q Tj under R£,hP coincides with that of X ^ hT  ̂ under 
P. Therefore, the map X*Q Tj h-> X ^ hf  ̂ is quasi-invariant.

4.2.2 Integration by parts formula

The following result provides an integration by parts formula for DQhF and 
a link to the derivative induced by the flow { X ^ 1,^ }£>o-

Theorem  4.2.1. Assume (A4.1.1). For any x  € M  and F e FCq°,

V2E{D°hF } ( X ^ T]) =

= E{F(X[0tT]) £ (h\ t ) ,dBt)}

holds for all h £ Но;ь, the set of all elements in Ho with bounded ||Л.||н0-

Since Но.ь is dense in Ho, the above result implies that the projection 
of D° onto Ho can be determined by the flows X £,h, h € Ho,6- But it is not 
clear whether

y/2 D°hF(X(0 T]) =  lim F(X[°’T1) F(X[0'T|'>, h G H0 (4.2.3)

holds or not.
To prove Theorem 4.2.1, we need some preparations. In particular, we 

shall use (4.1.7) and a conducting argument as in [Hsu (1997)] for the case 
without boundary.
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Lemma 4.2.2. Let x £ M  and F £ FCq°. Then

HmEF (^ 1°’T1-) ~ F (^ W  =  e { f ( X ^ t]) j \ h ' ( t ) , d B t) J 

holds for all h £ Но,ь-

Proof. Let B f ’h = Bt — eh(t), which is the d-dimensional Brownian mo­
tion under R£'hP. Reformulate (4.1.1) as

d X f  = V2uf  о dBet 'h + Z{Xf)dt  + N(Xf)d lf  + eV2utti (t)dt.
By the weak uniqueness of (4.2.2), we conclude that the distribution of 
X х under Re'hP coincides with that of X e,h under P. In particular, 

E[RE'hF{Xx T])}. Thus,E F (X ^T])

limE
£4-0

W [o ,r]

[0,T]

) - m r 0,n lim E{F(Xf0iT]) R£'h -  1

— E

where the last step is due to the dominated convergence theorem since 
{R£,h}£6[o,i] is uniformly integrable for h £ Но,ь- □

Lemma 4.2.3. For any n > 1,0 < fi < . ..  < tn < T, and f  £ Cq>(Mti),
П

К Г ^ Х Е /(Х £ ,.. , , X f J  = ^ E  { Q U u i r ' S / J i X ^ , . .. . X I ) }
i = l

holds for all x £ M and wf € Ox(M), where V x denotes the gradient w.r.t. 
x.

Proof. By (4.1.7), the desired assertion holds for n = 1. Assume that it 
holds for n = к for some natural number к > 1. It remains to prove the 
assertion for n = к + 1. To this end, set

g(x) = Ef (x ,  Xf2_tl , . . . ,  X ?k+1_tl), x £ M.
By the assumption for n = к we have 

fc+i
K ) - 1V3(x) = ^ E { Q f t_t i« _ ti) - 1Vi/(x ,X f2_tl , . . . ,A f fc+i_ti)}

i= 1
for all x £ М ,щ  £ Ox(M). Combining this with the assertion for к = 1 
and using the Markov property, we obtain

(ux0) - 1WxEf(Xfi , . . . , X f k+l) = giXfJ
k+1

= E{Qf1( u f X 1V g ( X ? J } = ' £ E { Q f M ) - 1V lf(X?1, . . . ,X?k+1)}.
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The next lemma is a direct consequence of (4.1.7) and (4.1.11).

Lemma 4.2.4. Let f  G C°°(M). Then for any x  G M and t > 0 ,

e { k x ?) J \ h ' s,dBs)}  = e  J \ ( u f ) - 1v f ( x n A Q l ty h ,s)ds

holds for all h G H q, t G [0 , Т].

Proof. [Proof of Theorem 4.2.1] By Lemma 4.2.2, it suffices to prove

V2E{D°hF } ( X ^ T]) = E^F(X(0tT]) j \ h \ t ) , d B t) \ ,  h G Й0 (4.2.4)

for F(Xf0 T]) = f {X fx, . . . , X f J  with /  G C°°(Mn), where n > 1,0 < tx < 
■ • • < tn < T. According to Lemma 4.2.4, (4.2.4) holds for n =  1. Assuming 
(4.2.4) holds for n = к for some fc > 1, we aim to prove it for n = к +1. To 
this end, let

g{x) = Ef(x, Xf2_tl , .. -,X?k+i_ti), x e M .
By the result for n = 1 and the Markov property,

V2 Г  E ( « ) - 1Vff(Afi ),(Q?iti)*h;)dt 
Jo

= E{E(F(X?0'T])\rt l) Jo \ t i { t ) , d B t) \  (4.2.5)

= e { f (X{0 T]) J \ h ' ( t ) , d B t) y

On the other hand, by Theorem 4.1.1(3), Lemma 4.2.3 and the Markov 
property,

Г  E { { u l ) - ^ g ( X f ) ^ Q l tiyh't)dt 
Jo

f t l  ,  fc+1
I  E ( E ( ^ Q l ' ty u Z ) - 'X J ( X ? i , . . . ,X?kj \ F tl) y Q l tJ*h \ t ) )d t

r t i

= e E  /  ■ • • -x txfc+1)>
i=iJo

Combining this with (4.2.1) and (4.2.5) we obtain

E { L > ° F ( X f 0)T]) }  =  ± E { F { X f 0tTl) J * 1(h'(t),dBt) }

k+l „ti
+  E ^  /  ( (u i) -1v if(x? 1, . . . , x ; h+1),(Q iuyh'(t))dt.

i=2 “

(4.2.6)
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By the Markov property and the assumption for n = k, we have

fc+i rti
E E /  ( (u i ) -1v in x ? 1, . . . , x ? k+1),(Qitirh'(t))dt
i = 2  -' tl

=  A=e { f (X^t ] ) £  (/i'(t), dBt) |-

Combining this with (4.2.6) we complete the proof. □

4.3 The log-Sobolev inequality

We first consider the path space with a fixed initial point, then move to 
the free path space following an idea of [Fang and Wang (2005)], where 
the (non-damped) gradient operator is studied on the free path space over 
manifolds without boundary.

4.3.1 Log-Sobolev inequality on W j

Let Uj  be the distribution of X XQ Tj. Let

£X(F, G) = E {(D°F, D°G)Ho( X ^ T])}, F,G e JFC0°°.

Since both D°F and D°G are functionals of X , (£x,FC^°) is a positive 
bilinear form on L2(W j; П^). It is standard that the integration by parts 
formula (4.2.4) implies the closability of the form (see Lemma 4.3.1). We 
shall use (£x, V(£x)) to denote the closure of (£x, FCq°). Moreover, (4.2.4) 
also implies the Clark-Ocone type martingale representation formula (see 
Lemma 4.3.2), which leads to the standard Gross [Gross (1976)] log-Sobolev 
inequality. It is well known that the log-Sobolev inequality implies that the 
associated Markov semigroup is hypercontractive and converges exponen­
tially to I lf  in the sense of relative entropy.

Lemma 4.3.1. Assume (A4.1.1). (£x,FCq°) is closable i n L 2(Wj\  П^).

Proof. Let {Fn}n>i C FCg° such that £x(Fn,Fn) < 1 for all n > 0 and 
I lJ (F2) + £x(Fn -  Fm, Fn -  Fm) -> 0 as n, m  oo. We aim to prove that 
£x(Fn, Fn) —> 0 as n —i oo. Since

£x(Fn, Fn) = £x(Fn, Fn -  Fm) + £x(Fn, Fm)

< V £ x(Fn -  Fm, Fn -  Fm) + £x(Fn,Fm),
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it suffices to show that for any G G FCq°, one has £x(Fn, G) -» 0 as 
n —>• oo. To this end, let {h*}i>i be an ONB on Ho- For any e > 0 there 
exists к > 1 such that

E D°G
i = 1 H0 < e2.

Then

£x(Fn,G) - £ e {(D0hiFn)(D°hiG )} (X ^ T])
2=1

< £, n > 1.

Since FCq° is dense in L2( W j ; Ilf),  there exists Gt € FCq° such that 

E {\D°hiG -  Gi\2( X ^ T])} <e, l < i < k .

Therefore,

\£*(Fn, G)| <  2e +  £  |E((GiT,0Fra)(X[QiT]), ht)Ho |
2=1

Noting that GiD°Fn =  D°(FnGi) — FnD°Gi, by (4.2.4), we obtain

\£x(Fn,G)\

<2e + J ^ E  Fn(Xf0]T]) |G i(Xf0iT]) j \ h \ , d B t) -  D°hxGt( X ^ T]) |

Since II^(F^) -> 0 as n —> oo, by letting first n -» oo then e —» 0 we 
complete the proof. □

Lemma 4.3.2. Assume (A4.1.1). For any F € FCq°, let D°F(X*0 Tj) be 
the projection of D°F(X*0Tj) on Hq, i.e.

d_ 
d t

(D °F(X^T])){t) = E (^ (D °F (X f0iT]))(t)|j-t)

for t e  [0,T], {D°F)(0) =  0. Then

F(Xf0,T]) = EF(Xf0]Tj) + V2 £  (±(D°F(X?0tT]m , d B t).

Proof. By Theorem 4.2.1, we have 

E (h,D°F)no(X(0'T]) =  A=e I f (X ^t]) £ (ht ,dBt)^,  h e  Ho- (4.3.1)
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On the other hand, by the martingale representation, there exists a pre­
dictable process such that

holds for all h € Ho- Combining this with (4.3.1) we conclude that 
\/2 D°F(XX0 Tj) = ip. Therefore, the desired formula follows from (4.3.2).

It is standard that the martingale representation in Lemma 4.3.2 implies 
the following log-Sobolev inequality. Since the parameter T  has been prop­
erly contained in the Dirichlet form £ just as in the case without boundary 
(see [Fang and Malliavin (1993)]), the resulting log-Sobolev constant is in­
dependent of T. Moreover, since it is well-known that the constant 2 in the 
inequality is sharp for M  = Rd, it is also sharp as a universal constant for 
compact manifolds with boundary as can be approximated by bounded 
balls.

Theorem  4.3.3. Assume (A4.1.1). For any T  > 0 and x  € M, there 
holds the following log-Sobolev inequality

UTX(F2 log F 2) < 4 £X{F,F), F  6 V{£x), П TX{F2) =  1.

Proof. It suffices to prove the inequality for F 6 FCq°. Let mt = 
E(F(Xp T])2|.Ft), t € [О, Т]. By Lemma 4.3.2 and the Ito formula,

Let

We have ip e Ho and by (4.3.2)

□

Thus
Пx (F2 log F2) = Em-г log тот

4E||£)0F(A[oiT])||h0 =  &£x (F,F) . □
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4.3.2 Log-Sobolev inequality on the free path space

Let Г 1Д be the distribution of the reflecting diffusion process on the time- 
interval [0, T] generated by L := A  + Z  with initial distribution p. Let

H =  j/i€C ([0 ,T ];M d) : \h'{t)\2dt < ooj.

Then H is a Hilbert space under the inner product

{hi,h2)u =  (M O ),M °)) +  [  (M *),ti2(t))dt.
Jo

To define the damped gradient operator on the free path space, let 
ft =  M x П, = B(M) x Tt, and P = p x P. Let щ  : M —>■ T M  be 
measurable, and let Xo(x,w) = x for (x,w) G M  x fi. Then, under the 
filtered probability space (fi, Ft, P), X t(x,w) := Xf(w)  is the reflecting 
diffusion process generated by L with initial distribution p, and щ(х, w) := 
u*(w) is its horizontal lift. Moreover, let QTit(x,w) = Q f t(w) for 0 < r < t. 

Now, for any F  G FCg° with F (7 ) =  /(’7t l , . . .  ,7t„), let
П

DF(X) = D°F(X)  + £  Qtiu ^ V i f ( X tl , . . . , X tn), (4.3.3)
2=1

where

D°F(X) : = T  Г  QtMu ^ 1V lf { X tl , . . . , X tn)dt 
i=1 Jo

is the damped gradient on the path space with fixed initial point. Obviously, 
DF{X)  e i 2(ft-^  H;P). Define

S>\F, G) = EP(DF, DG)U, F,G £ ХС%°.

We aim to prove that (£M, FCq°) is closable in L2(WT\n j )  and to es­
tablish the log-Sobolev inequality for its closure (£,L, To prove the
closability, we need the following two lemmas modified from [Fang and 
Wang (2005)]. Let Xq(M) be the class of all smooth vector fields on M  
with compact support.

Lemma 4.3.4. Assume (A4.1.1). For any f  G С ^ ( М п), there exist 
( £ г } г > 1  C  L 2 ( Q ; P )  and { C / i} г > 1  C  Xo{M) such that

П OO

2=1 j—1
holds in L2(0. -4 Rd;P).
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Proof. By the decomposition of identity, it suffices to prove for X q re­
stricting on an open set О  obeying a smooth ONB { U j } j =1 for the tangent 
space. Then the desired formula holds on {Xo £ O }  for

П

is =  Y  (“0 Q u U ^ X J ( X t l , . . . , X tn), U j ( X  o)), j  = l , . . . ,d .
i= 1 □

To introduce the integration by parts formula for DF, we need the diver­
gence operator divp w.r.t. ц, which is the minus adjoint of V in L2(/i); 
that is, for any smooth vector field U,

f (Uf)dft = -  /  /(divMC/)dp, /  € Cq(M).
Jm  Jm

Lemma 4.3.5. Assume (A4.1.1). For any F £ PC™, U £ До(M), and 
T t-adapted h £ L2(Cl -A H; P),

Ep(DF(X),h +  Uo1U(X0))n 

=  E p | F ( X ) [ J o (h\t),dBt) -  (divM[/)(X 0))  } .

Proof. Let {hx(t)}(w) = {h(t)}(x, w), (x,w) £ Cl, t £ [0,T]. By Theo­
rem 4.2.1 and (4.3.3), we have

Ep(DF(X),h)M = j  (Ex(D°F(Xx),hx)Moy ( d x )  

F(X) j \ h ' ( t ) , d B t)}.— Ep

On the other hand, by Lemma 4.2.3 and the definition of div^, we obtain, 
for F(X) = f ( X tl , . . . , X tn), that

E f (DF(X),Uo1U(X0))l
П

=  Ep( Y  QuUuVif (Xtl ,. • - ,X tJ ,  U o ^ X o ))
2=1

Г n
= JM ( E { Y Q u u ^ V i f ( X tl , . . . , X tj } , U o 1U(-))dp

= [  (VE'F(X), [7)d/i = — f  (E’F(X))divM(f7) dp 
Jm jm

= -E p{FpO (divM/7)(X0)}.

Then the proof is finished. □
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Theorem  4.3.6. Assume (A4.1.1). Then the form (£M, FGq°) is closable 
in L2(WT',lif), and its closure is a symmetric Dirichlet form.

Proof. It suffices to prove the closability. Let {Fn}n>i C FCff  such 
that linin-i.oo Fn = 0 in L2(WT\IlJ) and h := Шпп-юо DFn(X) exists in 
F2(f2 —>• H;P). We intend to prove that h = 0. By (4.3.3) and Lemma 
4.3.4, it suffices to prove E p(h, h +  £uq 1U ( X o) ) h  =  0 for ^-adapted h G 
Ь2{й -A H0; P), f  G L2(fj; P) and U G A0(M). According to Theorem 4.2.1 
and noting that Fn(X ) —> 0 in L2(P), we have

Ep(h, h)H =  lim Ef(DFn(X),h) И0 lim /  (ED°hFn(X x))fi(dx)
n-*°° Jm

= lim f e ( f „(X) f (/i'(t),dBt>ld/*
n̂ °° Jm l  Jo J

(X) j  {h'(t), dBt) j  = 0.=  lim Ep< Fn
n —>oo

So, we need only to prove

Ep{^(h(0),Uo- 1t/(X0))} = 0.

Since FCq° is dense in L2(Wr \ 11^). we may assume that f  = G(X)  for 
some G G FG “ . In this case, it follows from Lemma 4.3.5 that

Ep{£<h(0),u0_1t /№ ) )}  =  Jhn Ep(DFn(X),G(A)u0- 1t/(A0))H 

= nlimoEp{({F(F„G)(X)}(0),Uo1̂ № ) )

-  F ^ X X iD G iX m o U ^ U iX o ) ) }

= - nHm Ep{Fn(A)(G(A)(divMJ7)(X0) + ((DG(X))(0),Uo1 В Д ,) » }

Theorem  4.3.7. Assume (A4.1.1). If the log-Sobolev inequality

ld{g2\ogg2) < Сц(\Хд\2), g G С1{М),ц{д2) = 1

holds for some constant C > 0, then

E £(F2logF2) < (4 V C )P (F ,F ), F  G ©(£**), П£(F 2) = 1.

(4.3.4)
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Proof. It suffices to prove for F  £ FCq°. By Theorem 4.3.3 and (4.3.4) 
we obtain

Il£(F2logF2) =  [  IL^(F2 log F 2)/x(dx)
Jm

< 4 /  £x(F ,F M d x)+  [  (F2) log (F2)fi(dx) (4.3.5)
Jm Jm

\\D°F(X)\go + C  f V ^ E -F*{X) V  
Jm

< 4Ep

On the other hand, letting F(X)  = f ( X tl , .. . ,X tn), it follows from Lemma
4.2.3 that

У У ^ ( Х ) | 2 =  1E'F (* ) H U  Q u n ^ V J j X ^ . .. ,X tJ [ 2 

<E 'I J 2 Q t iuTi1V lf ( X tl, . . . , X t n) 2.
i=l

Combining this with (4.3.5) we complete the proof. □

4.4 Transportation-cost inequalities on path spaces over 
convex manifolds

In 1996, Talagrand [Talagrand (1996)] established an inequality to bound 
from above the L2-Wasserstein distance of a probability measure to the 
standard Gaussian measure by the relative entropy. This inequality is called 
(Talagrand) transportation-cost inequality, and has been extended to dis­
tributions on finite- and infinite-dimensional spaces. In particular, this 
inequality was established on the path space of diffusion processes with 
respect to several different distances (i.e. cost functions): see e.g. [Feyel 
and Ustunel (2002)] for the study on the Wiener space with the Cameron- 
Martin distance, [Wang (2000b); Djellout et al (2004)] on the path space 
of diffusions with the L2-distance, [Wang (2004c)] on the Riemannian path 
space with intrinsic distance induced by the Malliavin gradient operator, 
and [Fang et al (2008); Wu and Zhang (2004)] on the path space of diffu­
sions with the uniform distance.

The main purpose of this section is to investigate the Talagrand inequal­
ity on the path space W T of the (reflecting) diffusion processes on a convex 
manifold.

Let M  be a connected complete Riemannian manifold possibly with a 
boundary dM. Let L =  Д +  Z  for a G’-smooth vector field Z  on M. Let
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X t be the (reflecting if дМ ф 0) diffusion process generated by L with 
initial distribution p G V(M). Assume that X t is non-explosive, which is 
the case if dM  is convex and Ricг > К  holds for some constant К  G i f  
Recall that is the distribution of A[0iTj {Xt : t G [0,T]}, which is 
a probability measure on the (free) path space W T :== (7([0, T];M). When 
p = Sx, we denote IlJ =  Ilf .  For any nonnegative measurable function F 
on W T such that If^ (F) = 1, one has

pTF{dx) ~  Uf  (F)p(dx) G V(M). (4.4.1)
Consider the uniform distance on W T:

Poob,v)'■= sup 7 ,V & W T.
te[o,T]

Let W%°° be the L2-Wasserstein distance (or L2-transportation cost) in­
duced by poo- In general, for any p G [l,oo) and for two probability mea­
sures П1, П2 on \VT,

(  г  Л V p

W p‘r p ’(Hi)П2) := inf
тгеС(Пг,П2) W T x W T

Poo{li 7?)г>7Г(Й7, dr])

is the Lp-Warsserstein distance (or .^-transportation cost) of П1 and П2 
induced by the uniform norm, where С(П1,П2) is the set of all couplings 
for П1 and П2.

Additional to Theorems 3.3.1 and 3.3.2, the following Theorem 4.4.2 
provides 7 more equivalent transportation-cost inequalities for Ric^ > К  
and the convexity of dM  (when дМ ф 0). To prove this result, we need 
the following inequality due to [Otto and Villani (2000)].

Lemma 4.4.1. Let p be a probability measure on M  and f  G C2(M) such 
that p{f) =  0. For small enough e > 0 such that f e := 1 +  e f  > 0, there 
holds

M /2) < -£ V p ( \ v f \2) w 2pUeP,p) + °°W P(f£p,p)2,
where |[Hess/||oo =  supxeM ||Hess/1| for || ■ || the operator norm in Kd.

Proof. Let 7re G C(f£p ,p ) reach W f( f£p, p). Then the Taylor expansion 
and the Schwarz inequality imply 

P(fef) ~ p{f)
Р ( П  = ~ f  {/(®) -  f(y)}nE(dx,dy) 

£ J m x M

< - /  |V/(y)|p(:r, y)n£(dx, dy)
£  J M x M

+ l|HeS9S/ll°° f  p(x,yn £(dx,dy)
Z£ J m x M

< l- ^ p { \ V f \ 2) W p(f£p,p)  +  l|Heg k lV p(f£p ,p ) 2- □
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Theorem 4.4.2. Let Pt (o,-) be the distribution of X t  with Xo = o, and 
let PT be the corresponding semigroup. For any К  £ К and any p £ [1, oo), 
the following statements are equivalent to each other:

(1) dM is either convex or empty, and Ricz  > К .
(2) For any T > 0,p £ V(M) and nonnegative F with Uj^(F) = 1,

W ^ i F I l l ^ l r f  < | ( l  - e- 2* T)IlJ(F logF)

holds, where pj. £ V{M) is fixed by (4.4.1).
(3) For any о £ M and T  > 0,

W p°°{FYlT0 ,Y\T0)2 < | ( 1  - e - 2ifT)nJ(F logF )

holds for all F > 0, n^(F ) =  1.
(4) For any о £ M and T  > 0,

W2p(PT(o,.),fPT(o,-))2 < 1 ( 1  — e~2KT)PT( f  logf)(o)

holds for all f  > 0, Prf(o) = 1.
(5) For any о £ M and T  > 0,

W p{PT(o,-)JPT(o,-))2 < С - Г У р р ^

holds for all f  > 0, Prf(o) = 1.
(6) For any T  > 0, and p, и £ V{M),

W p~ ( n l , n l ) < e - KTW p(p,v).

(7) For any T  > 0, p £ P(M), and F > 0 with n^(F ) = 1,

W p° ° ( F n Z X )  < { l ( l - e- 2̂ )n J (F lo g F )} ^  + e~KTW p(pTF, p).

(8) For any p £ V{M) and C > 0 such that

Щ (/М> h f  < Cp{f log /) , /  > 0, p(f) = 1,

there holds

W p° ° ( F T l l X ) 2 < ( \ / | ( !  -  e -2KT) + e -KTV c y i l l ( F lo g F )

holds for all F  > 0, li^(F) =  1.
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Proof. By taking fi = 5a, we have ftp = llJ(F)S0 =  80. So, (3) fol­
lows from each of (2), (7) and (8). Next, (4) follows from (3) by taking 
F(X[0it]) =  f ( X T), and (6) implies Theorem 3.3.2(2) and thus implies (1). 
Moreover, it is clear that (8) follows from (7) while (7) is implied by each 
of (2) and (6). So, it suffices to prove that (1) => (3) => (2), each of (4) and
(5)=> (l), (1) =*> (5), and (1) => (6), where “ =>” stands for “implies”.

(a) (1) =>• (3). We shall only consider the case where dM  is non-empty 
and convex. For the case without boundary, the following argument works 
well by taking lt = 0 and N  = 0. Simply denote X[0,t] = X°(]Ty Let F 
be a positive bounded measurable function on W T such that inf F > 0 and 
П 1(F) = 1. Then

p t  _J

rrh := E(F(X[0,T])|Ft) and Lt ~  /  — , t€ [0 ,T ]
JO m s

are square-integrable .^-martingales. Obviously, we have

TOt =  eL‘-5<Ot) t G [0,T], (4.4.2)

Moreover, by the martingale representation theorem (cf. Theorem 6.6 in 
Chapter 1 of [Ikeda and Watanabe (1989)]), there exists a unique Ft~ 
predictable process fit on Ш'1 such that

Lt = f \ p a,dBs), t € [0,T]. (4.4.3)
Jo

Let dQ =  F(X[0,T])dP. Since EF(X[0,7’]) =  n J (F ) = 1, Q is a probability 
measure on f2. Due to (4.4.2) and (4.4.3) we have

F (X [0,T]) = mT =  efo ^ A B S)~U 0T

Moreover, by the Girsanov theorem,

Bt := Bt -  [  psds, *€[0,71 (4.4.4)
Jo

is a d-dimensional Brownian motion under the probability measure Q.
Let Yt solve the SDE

dYt = V2P xt,Ytut °d B t + Z(Yt)dt + N(Yt)dit, Y0 = o, (4.4.5)

where Pxt,Yt is the parallel displacement along the minimal geodesic from 
X t to Yt and It is the local time of Yt on dM. According to Theorem 2.3.2, 
we may simply consider the case that Рхл is smooth in x,y  £ M. Since, 
under Q, Bt is a d-dimensional Brownian motion, the distribution of У^т] 
is n j .
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On the other hand, by (4.4.4) we have

dX< = %/2 Ut о dBt + Z(X t)dt + y/2utPtdt + N(Xt)dlt- (4.4.6)

Since for any bounded measurable function G on W T

EQG(X[0,T]) := E(FG)(X[0,T]) = ПTa{FG),

we conclude that rmder Q the distribution of X[0,r] coincides with Ffl^. 
Therefore,

W ?~(FE£, n T0)2 < Едроо(Х[0,Г], У[0,Г])2 =  Eq max p(Xt , Yt)2. (4.4.7)

By the convexity of dM  we have

(N(x), Xp(y, ■){x)) = (N(x), Vp(-, y)(x)) < 0 , x e dM.

Combining this with the Ito formula for (Xt,Yt) given by (4.4.5) and (4.4.6), 
we obtain from Ricz > К  that

dp(Xt , Yt) < - Kp(X t , Yt)dt + л/2 {ифи Vp(-, Yt)(Xt))dt

< ( V2\f3t \ - K p { X u Yt))d t ,

see Theorem 2.3.2. Since Xq = Yo, this implies

p(Xt, Yt)2 < e~2Kt (V 2  j *  eKs\ps\d ^

< 1 — e -2 K t  f t

К [  IPs
Jo

2ds, t e [ o , T ] .

Therefore,
1 _ е-2А:т i"T

Eq max p(Xt ,Yt)2 < ----- —te[o,T] К [  Eq |^s 
Jo

2ds. (4.4.8)

It is clear that
Eq |/35|2 = E(mT|/3s|2)
= Е ( |^ |2Е (т т |Х5)) = E(ms|/3s|2), s € [0,Г]. 

Finally, since (4.4.2) and (4.4.3) yield

d(m)t = m 2d(L)t = m^\/3t \2dt,

we have
d(m)t

(4.4.9)

dmt log rnt = (1 + log m t)dmt +
2 rrit

(1 + log m()dm( + T̂f\/3t \2dt.
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As mt is a P-martingale, combining this with (4.4.9) we obtain

[ T EQ\ps\2ds = 2EF(X[0,T])logF(A [0,T1). (4.4.10)
Jo

Therefore, (3) follows from (4.4.7), (4.4.8) and (4.4.10).
(b) (3) =>■ (2). By (3), for each x e M, there exists

F
' • е С ( щ г ) П- ' п 0

such that

F Flog-
(4.4.11)

/  Poo(7,»?)27rx(d7,cl7?)
J w T x W T

- K ^ ~ e ( n j ’(F) ~ 6 n£ (F ),
If x i-> nx(G) is measurable for bounded continuous functions G on W T x 
W T, then

n := f irxfj%(dx) € C (F n £ ,n S )
Jm f

is well defined and by (4.4.11)

^  - t (1 - е"“ Т) L n* (Flog mF)>(ix)
< | ( l - e - 2̂ T)n^(^ logF ).

This implies the inequality in (2).
To confirm the measurability of x м- пх, we first consider discrete p, 

i.e. p = £п$хп for some { i „ ) c M  and en > 0 with £n =  1. b.
this case

OO

~Px = 'y ' l { a : = x „ } 7rx n ; p-a.e. 
n = l

is measurable in x and tt = ZZZ=i //?({:Еп})7Гх„- Hence, the inequality in 
(2) holds. Then, for general p, the desired inequality can be derived by 
approximating /j with discrete distributions in a standard way, see (b) in 
the proof of Theorem 4.1 in [Fang et al (2008)].

(c) (4) => (1). Let /  6 C2(M) such that Prf(o) = 0. Then, for small 
e > 0 such that f e := 1 +  e f  > 0, we have

PT(/£log/£)(o) = PT{(1 + e f ) ( e f  -  ^ (e /)2 + o(e2)) |(o )

=  j P Tf 2(o) +  o(e2).
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Combining this with Lemma 4.4.1 and (4), we obtain

(Pt I* ? (0 )  < 2 d - в - * ' " ' )  h P rJ . H M
к  £—>o e

1 — e- 2  K T
-(PT|V / |» ) P r / 2(o).К

This is equivalent to Theorem 3.3.1(3) for a = 0,p = 2 and constant К . 
Therefore, by Theorem 3.3.1, (1) holds.

(d) (5) =>■ (1). Similarly to (c), combining (5) with Lemma 4.4.1 we 
obatin

1 — e -2 K T
P r f2(o) < ^ - 4 ^ -----\ / p r |V / |2(o) lim ^/ Pr 4 4 (o)|V /£

К
1 -  e~2KT 

К

e-+0 fe£2

Pr\Vf\2{o).
Hence, (1) holds.

(e) (1) =>• (5). Since (1) implies (4) and, due to Theorem 3.3.1 for a = 0 
and constant К ,

l _ e - 2 K T  ^  |у у |2
^ r(/lo g /)(o ) < -P r1 -(°)> /  > 0,PT/(o) = 1,2 #  J /  

we conclude that (1) implies (5).
(f) (1) => (6). According to Theorem 3.3.2, (1) implies Theorem 

3.3.2(2). So, for any x,y  £ M, there exists ттХ)У e С(П^, Yly ) such that

pLd7r*,3/ < e~pKTp(x,y)p.IJw' W T x W T
As explained in (b), we assume that ц and и are discrete, so that for any 
7T° 6 C(/r, u), nXty has a 7r°-version measurable in (x,y). Thus,

7Г ■= [  TrXiyn°(dx,dy) e С(П^,П^) 
J M x M

satisfies
f  pp0d n < e pKT [  p(x,y)pn°{dx,dy).

J W T x W T J M x M
This implies the desired inequality. □

4.5 Transportation-cost inequality on the path space over 
non-convex manifolds

Similarly to §3.4.4 where the Harnack inequality is investigated on non- 
convex manifolds, we first consider the operator ф2(А + Z) as in §3.4.3 on 
convex manifolds.
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4.5.1 The case with a diffusion coefficient

Let ip > 0 be a smooth function on M, and let be the distribution of 
the (reflecting if дМ ф 0) diffusion process generated by ip2(A + Z) on time 
interval [0, X1] with initial distribution p, and let ^ for x E M.
Moreover, for F > 0 with Il^^(F) = 1, let

dF,4,(dx) = n ^ ( F M d x ) .

Theorem  4.5.1. Assume that dM is either empty or convex, and Ricz > 
К  for some constant К . Let гр G C^°(M) be strictly positive. Let

Ч  =  К ~ Ш 2ос +  ЗЦ̂ ЦооЦУ̂ ЦооЦ̂ Цоо +  ( d -

Then

W ^ (F U T̂ , U l r  ̂ ) 2 < 2C{T, V>)II^(FlogF) 

holds for /a E 'P (M ), F > 0 , I l J ^ ( F )  =  1 and 

С(Т,ф)

: = Ы { ( 1 +  Й-Ч М |
g2«^T _ "ĵ

exp [4(1 + f?)||VV’||
e2 _  -ĵ -

Av-0 }
Proof. As explained in (a) of the proof of Theorem 4.4.2, we shall only 
consider the case that ЭМ is non-empty and convex. According to the 
proof of “(3) =>- (2)”, it suffices to prove for p = 50,o E M . In this case the 
desired inequality reduces to

< 2C(T, 1р)П„гф(F log F ), (4.5.1)

for all F > 0, n J  ,;;(F) =  l. Since the diffusion coefficient is non-constant, 
it is convenient to adopt the Ito differential d/ for the Girsanov transfor­
mation. So, the reflecting diffusion process generated by ip2 (A +  Z) can be 
constructed by solving the Ito SDE

d/A t = V 2 ^{X t)utdBt + ip2(Xt)Z(Xt)dt + N {Xt)dlt , (4.5.2)

where X q = о and Bt is the d-dimensional Brownian motion with natural 
filtration Ft- Let /3t, Q and Bt be fixed in the proof of Theorem 4.4.2. Then

d /X t = V2xP(Xt)utdBt + N (X t)dlt g з
+ {xp2{Xt)Z{Xt) + V2xP{Xt)utpt }dt.

Let Yt solve

d/Yf = V2^(Y t)PXtiYtutdBt + ^ 2{Yt)Z(Yt)dt+N(Yt)dIt , Y0 = o, (4.5.4)
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where lt is the local time of Yt on dM. As in (a), under Q, the distributions 
of У[о,т] an<3 X[o,r] are and F I I ^  respectively. So,

w 2°° { F n ^ , U ^ ) 2 <  E Q ^maxj p (A t , y t )2. (4 .5 .5)

Noting that due to the convexity of dM
(N(x), Vp(y, •)(*)) = (N(x), Vp(-, y)(x)) < 0 , x 6 dM, 

by (4.5.3), (4.5.4) and the Ito formula, we obtain 
dp(Xt,Yt) <V2{tP(Xt)(Vp(;Yt)(Xt),utdBt)

+ tp(Yt)(Vp(Xt, -)(У), Pxt,YtutdBt)}

+  { ( H X t)2Z ( X t) +  V2tP(Xt)ut/3t , V p ( ; Y t)(Xt)) (4 .5 .6)

d- 1
+ Y ,  U?p(Xt, Yt) + 4>(Yt)2(Z(Yt), Vp(Xt, -)(yf)>}dt,

i=i
where are vector fields on M  x M  such that XUi(Xt. Yt) =  0 and

Ui(Xt,Yt) = rPiXtW + iP iY JP x^V u  l < i < d - l  
for {Vi}f=1 an ONB of TxtM  with Vd = Vp(-, Yt)(Xt). By the calculations 
leading to (3.4.28), we obtain

dp(Xt , Yt) <V2 M X t) -  rP(Yt))(Vp(; Yt)(Xt), utdBt)

+ K^p(Xt, Yt)dt + V2 HV’lloolAldt.
Then

M t y/2 f
Jo

e ~ ^ s(tP(Xs) -  tP(Ys))(Vp(; YS)(XS), usd B s)

is a  Q -m artingale such th a t

p(Xt,Yt) < е к*‘М4 +  ч/2ел*‘ / V '^ I M U & l d s ,  t E [0,T). (4.5.7)
Jo

So, by the Doob inequality we obtain 
i t := Eq max p(Xs,Ys)2s€[0 ,t]

< (1 + R)e2K'l'tEq max M 2 »e[o,t]

+ 2 ||V C U  + R - ^ e 2***Eq (  j f  е ~ ^ а\Ра^

p2к-фЬ _ 1 ft
< 4 (l + R)e2̂ t EQM 2 + (l + R - 1) \ m 2oc----------- /  EQ|^ |2ds

«V» Jo

< 8(1 + Д )||У ^||^е2к̂ ‘ [  e -2K*si sds 
Jo
p2k ^ T  _  I  r t

+  (1  +  й - 1 )| | ^ | | ^ -------------------  /  E Q | & | 2d s
КФ Jo
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for any R  > 0. Since e 2k"*s is decreasing in s while i s is increasing in s, by 
the FKG inequality we have

J  e~2K*sesds < ( ]  J  e~2K*sd,s'j j  t Bds*Г2к+а1я&s 

Therefore,

4 < 4 ( l  +  J2)||Vtf||’

_0 2K̂ t

f
£cds.

_

+ (i + ^ - 1) W

m , T,ds

е2кфТ _  j  ft

кгр Jo
holds for t G [0, Т]. Since Iq = 0, this implies that

Eq max p(Xt,Yt)2 = i T te[o,T]

[  Eq |/?s 
Jo

2ds

< (1+ R - 1
2̂/сг/,Т _

x  exp 4(l + JR ) ||V ^
g2k̂ T _   ̂-

К/-ф [  Eq |/3s 
J Jo

2ds.

Combining this with the (4.5.5) and (4.4.10), we complete the proof. □

Theorem  4.5.2. In the situation of Theorem 4.5.1,
1Т2Р“ ( П ^ , П ^ )  < 2e<"*+"v ^ TW%{p,v), ii, и e V (M ),T  > 0.

Proof. As explained in the proof of “(6) => (5)”, we only consider p = 6X 
and v — by. Let X t solve (4.5.2) with X q =  x, and let Yt solve, instead of 
(4.5.4),

djYt = V2^{Yt)PXuYtutdBt + i(>2(Yt)Z(Yt)dt + N(Yt)dlt , У0 = у. 

Then, repeating the proof of Theorem 4.5.1, we have, instead of (4.5.7),

p{Xt , Yt) < + p(x, y)), t>  0 (4.5.8)
for

Mt := y/2 f  e-**a(1,(Xe) -  ф{У,)){Чр(;Ув)(Х,),Фа<Ша).
Jo

So,

Ep (X t, Yt)2 <  e ^ j p O r ,  y)2 +  2 ||V ^||L  J '  e~2̂ sE p (X s, n ) 2d s | ,

which implies

Ep(Xt,Yt)2 < e2(^+Hv^ll~»р(х,у)2.
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Combining this with (4.5.8) and the Doob inequality, we arrive at 
^ ( П ^ , П ^ ) 2 < E max p(Xt, r t)2 < e2̂ TE max (Mt + p(x, y ) f

< 4е2к*тЕ(MT + p(x,y))2 = 4е2к̂ т (ЕM% + p(x,y)2)

= 4е2к̂ т  (p(x, у)2 + 2\\Щ\\1 j f  е~2к**Ер(Хи Tt)2df)

< 4е2(к̂ +11 v V’ll|0):r/C>(a;j j/)2.

This implies the desired inequality for p — Sx and v — 6y. □

4.5.2 N o n - c o n v e x  m a n i f o ld s

As in §3.4.4, by combining Theorem 4.5.1 with a proper conformal change of 
metric, we are able to establish the following transportation-cost inequality 
on a class of manifolds with non-convex boundary. Let Кф be in (3.2.15) 
and =  О V (~Кф).

Theorem  4.5.3. Let дМ ф 0 with I  >  —a for some constant a > 0, and 
let Ricz  > К  hold for some К  6 R. For ф € C^°(M) with ф > 1, and 
Nlogф\дм > <7, lot Кф be in (3.2.15). Then for any p G V(M),

W£°°(FT% , П^т)2 < 2 ||0 ||^c(T ,0)n^(FlogF), F > 0,1% (F) = 1 
holds for

. „2ИфТ _  1 г р2кфТ _ i , ,
с(Т,ф) = inf {(1 + R~l) exp [4(1 + ^ — ]},

where
4  ■■= Кф\\Ф\\1о + 2|| фг + (d -  2)V0||oo||V0||oo||0 ||oo + (d -  l)||V0||oo. 

In particular,
W£°°(FI%,I%)2 < 2 ||0 ||^c(T ,0)n^(FlogF), o e M , F >  0,ПTa (F) = 1.

P r o o f .  Let (•,•)' = ф~2(-,-). By Theorem 1.2.5, (M, (•,•)') is convex. 
According to the proof of Proposition 3.2.7, we have L = ф~2(А' + Z') 
and Ric^' > Кф(-,-)', where Z' = ф2Z  + —7V^2. Letting Кф be defined 
in Theorem 4.5.1 for the manifold (M, (•, •)') and L — ф2(А' + Z') with 
ф = ф~г < 1, we see that Иф < к,р since

И Л ' = Ф~хIll'll. IIVVII' = Ф-1 IIV0II < IIV0H-
So, С(Т,гр) < с(Т,ф). Therefore, Theorem 4.5.1 yields

W?~(FI%,I%t )2 < 2c(T,0)nJ(FlogF), F > 0.П 1(F) = 1,
where p is the uniform distance on IT7’ induced by the metric (•, ■)'. The 
proof is completed by noting that < ll^llooP^- П
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Similarly, since Кф < Кф and

p ' < P <  \\Ф\\ооР',

the following result follows from Theorem 4.5.2 by taking ip = ф~г. 

Theorem  4.5.4. In the situation of Theorem 4.5.3,

W£°°(Yll,nl) < 2||^||оое^ +11^"1И~>т И£(м,«'), e V (M ),T  > 0.



C hapter 5

S u b e llip tic  D iffusion  P ro cesse s

In this chapter we investigate hypoelliptic diffusion processes. §5.1 is de­
voted to functional inequalities, including super/weak Poincare inequalities 
(§5.1.1) and Nash/log-Sobolev inequalities (§5.1.2). In §5.2 we introduce 
and apply the generalized curvature-dimension condition to the study of 
functional/Harnack/HWI inequalities. Finally, in §5.3-§5.5 we use Malli- 
avin calculus and coupling arguments to derive explicit Bismut type formu­
lae and Harnack inequalities.

Let M  be a connected complete d-dimensional differentiable manifold 
without boundary. Consider the following second order differential operator 
on M:

П

L = Y , X ? + X  o.
t=i

where X q, ■ ■ ., X n are smooth vector fields on M. The associated square 
field of L is

П

Г ( / ,9 ) := Е № Я № 9 ) .  f , g e C \ M ) .
i—1

Throughout this chapter, we assume that L is subelliptic (also called 
hypoelliptic in references), i.e. the Lie algebra induced by the family 
{Xi, [Xo, Xi\ : 1 < г < n) equals to the whole tangent space at any point. 
This condition is known as the Hormander condition due to the pioneering 
paper [Hormander (1967)], where it is proved that this condition implies 
the existence of smooth heat kernel of the associated diffusion semigroup.

When the functional inequality is concerned, we assume that L is sym­
metric w.r.t. a probability measure /i and Lie{X, : 1 < i < n) =  TM. In 
this case for any x £ M, there exists A: > 1 such that the commutators of 
Ho := {Xi : 1 < i < n} up to order к

Hk {Xj0, • • •, [Xi0, [Xit , . . . ,  [Xik_1, Xik] ...]]: 1 *0; • • • > ^

257
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spans TXM. Let /i have a strictly positive and C'1-smooth density w.r.t. a 
Riemannian volume measure. Then the symmetry of L in L2(/i) is equiva­
lent to

П

£ = E { x ‘2 + (div w b  (5-01)
*=i

where div^JQ is the unique continuous function such that the integration 
by parts formula

/  ( d iV Q /d ц = - [  (Xif)dfi,
Jm Jm

holds. Then

-  [  gLfdg = y(F(f,g)), f , g £ C ? { M )
JM

and thus, the form
£ ( f ,g ) := 4 (T(f,g)), f ,g€C Z°(M )

is closable in L2(/i) and its closure is a symmetric Dirichlet form.
Before moving on, let us introduce some typical examples.

Exam ple 5.0.1. (Gruschin operator) Let M  = R2 and take

Y  = d_
dy'

where к £ N. Obviously, the Hormander condition holds for ~Ho — {X ,Y }  
with commutators up to order k. Then the Gruschin semigroup of order к 
is generated by X 2 + Y 2. Let g(dx) = evixhlx be a probability measure 
for some V  € C2(M2). Then the associated symmetric subelliptic diffusion 
operator is

L = X 2 + Y 2 +  (X V )X  + (YV)Y.

Example 5.0.2. (Kohn-Laplacian) Consider the three-dimensional 
Heisenberg group realized as R3 equipped with the group multiplication

(x , y, z ) ( x ' ,  y ' ,  z ') : =  ( x  +  x ' , y  +  y ' ,  z  +  z ’  +  { x y 1 -  x ’ y ) / 2),

which is a Lie group with left-invariant orthonormal frame {X,Y, Z}. where

y =  A  + 
dy 2 dz

dx  = —  _ У-—
dx 2 dz'

Then the Kohn-Laplacian is Дд := X 2 + Y 2. Let y(dx) = ev №dx be a 
probability measure for some V £ C'2(R3). Then the associated symmetric 
subelliptic diffusion operator is L = X 2 + Y 2 + (X V )X  + (YV)Y.
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Example 5.0.3. (Stochastic Hamiltonian system) Let m,d > 1,
A € Km ® Mm and В 6 Rm ® such that the Kalman rank condition (see 
[Kalman et al (1969)])

Rank[f3, A B , . . . ,  AkB] = m 

holds for some 0 < к < m  — 1. Then the operator

L  =  l £  { щ  ~z { x ’  y ) w ,  +  +  ( B y ) J  £ ■ }

generates a stochastic Hamiltonian system. See §5.3.1 and §5.4.1 for more 
details.

5.1 Functional inequalities

§5.1.1 is devoted to the weak and super Poincare inequalities, while the 
Nash and log-Sobolev inequalities are investigated in §5.1.2. Main results 
presented in these two parts are illustrated by the Gruschin type and Kohn- 
Laplacian type operators in §5.1.3 and §5.1.4 respectively. Throughout this 
section, we use vol instead of dx to stand for a reference Riemannian volume 
measure on M. Assume that dp =  e^dvol is a probability measure on M  
for some V € C2(M). Let L be given in (5.0.1) and let (£,T>(£)) be the 
associated Dirichlet form.

5.1.1 Super and weak Poincare inequalities

In order to describe the essential spectrum aess(L) of (L, V{L)), we shall 
establish the following Poincare type inequality:

p ( /2) < r £ ( f j )  + /3{г)р(ф\/\)2, r > r 0, f e V ( £ ) ,  (5.1.1)

where ro > 0 is a constant, ф > 0 is in L2{p) and /? : (ro,oo) —> (0, oo) 
is a positive (decreasing) function. Since the corresponding semigroup 
Pt has transition density with respect to p, according to Corollary 1.6.5, 
aess(—L) C [r^1, oo) if and only if (5.1.1) holds for some ф and /3 spec­
ified above. In particular, aess(L) = 0 if and only if the super Poincare 
inequality

p ( /2) < r £ ( f , f )  + /3(r)p(c/>]/|)2, r > 0 , / e  £>(£), (5.1.2)

holds for some positive function /3 : (0, oo) —> (0, oo).
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We will adopt a split argument, that is, the desired functional inequal­
ity follows from a local inequality and a Lyapunov type condition. We 
first prove the local Nash inequality. Recall that since Ho satisfies the 
Hormander condition, for any compact domain К  in M  there exists к > 1 
such that H k(x)  spans TXM  for any x  E K .  In this case, we have the fol­
lowing the Hormander inequality (see e.g. [Jacob (2002); Rothschild and 
Stein (1977)])

[  ((1 -  A)1/(2fc) / ) 2dvol < CK [  (Г(/, / )  +  / 2)d vol, /  e  C0°°(R), 
Jk  Jk

(5.1.3)
where C q° ( K )  is the set of all smooth functions on M  with supports con­
tained in the interior of K.

Proposition 5.1.1. Let К  be a compact domain in M  and к > 1 be such 
that Hk(x) spans TXM  for any x E K. Then there exists a constant Ck  > 0 
such that

m( /2) < C K £ ( f , f ) dk' V + dk\  f  e  C?(K),p(\f\)  =  1.

Proof. Since V  is bounded on K, it suffices to prove for V = 0. By the 
classical Nash inequality on compact domains there exists a constant cq > 0 
such that

dvol < Co ((1 — A)1/2/ ) 2d vol
d/(2+d)

holds for all /  € Cq°(K), Jm |/|dvol = 1. According to Theorem 1.3 in 
[Bendikov and Maheaux (2007)] for fractional Dirichlet forms, this implies

n dk/(2+dk)
( ( l_ A ) l / (2 fe ) / ) 2d v o l l

l
f 2dvol < ci

к

holds for all /  e  Cq°(K), Jm |/|dvol = 1 for some constant ci > 0. Com­
bining this with (5.1.3) we obtain

d Vol <  C2 + / 2)dvol
dk/{2+dk)

(5.1.4)

holds for all f  E Cf°(K), f K |/|dvol = 1 for some C2 > 0. So, to complete 
the proof, it remains to confirm the following local Poincare inequality:

/  / 2d v o l< c3 [  r ( /,/)d v o l, f E C ^ ( K )
Jk  Jk

(5.1.5)
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for some constant C3 > 0. To this end, let PtK be the Dirichlet heat semi­
group generated by

П

L0 := ^ 2  {x f  + (divX i)^} (5.1.6)
2=1

on K. Then P f  is symmetric in L2(K; vol). Let pt > 0 be the heat kernel 
of Lo on M, for any /  6 L°°(K;vol) we have

| I A K / | | o o < e | | / | | o o

for

e := 1 -  inf / pi(x,y)vol(dy) < 1. 
хек Jk c

This implies that PtK decays exponentially fast in L°° (if; vol) as t -> oo, 
and thus, so is in L2(if; vol). Therefore, (5.1.5) follows from e.g. the proof 
of Theorem 2.3 in [Rockner and Wang (2001)]. □

The next result is an extension of a classical estimate on the first Dirich­
let eigenvalue for elliptic operators.

Lemma 5.1.2. Let Cl be an open domain in M . If there exists a smooth 
function p such that Г(p,p) < 1 and \Lp\ > 0 > 0 hold on Cl, then

m( / 2) < ^ £ ( / , / ) ,  / 6 C 0“ (fi).

Proof. Without loss of generality, we assume that Lp < —в. Otherwise, 
just use — p to replace p. So,

в2Lexp [#p/2] < —— exp [0p/2] 

holds on Cl. Let h := exp [0/5/2]. Since

-  [  f iLfidp,  =  [  T(/b / 2)dp,  / ь / 2 ё Ш  

it follows from (5.1.7) that

МГ(/,/))  =  -  /  fLfdp = -  f  / l ( 4 )dp 

f i f 2 f  f f \/ •' Г1 I ±Ofrl'  1.1

(5.1.7)
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Recall that a function g on M  is called compact, if it has compact level 
sets; i.e. {g < r} is compact for any r  6 K.

Theorem  5.1.3. Let L be hypoelliptic. If there exists a smooth compact 
function g such that Г(р, g) < 1 and

5 := liminf \Lg\ > 0,
£—>■00

then cress(—L) C [<52/4, oo). I f  in particular 5 = oo then oess(—L) = 0.

Proof. Let ф e L2(p) be locally uniformly positive. By Corollary 1.6.5, 
we only need to prove (5.1.1) for ro =  4/52 and some /3 : (ro, oo) -> (0, oo). 
For any r > 4/62 and any e € (0,6) such that r  > 4/(6 — e)2, let Re > 0 be 
such that \Lg\ > 6 — e on {g > Re). Then, by Lemma 5.1.2, one has

M /2) <  ^ ( / , / ) ,  /  € C?({g  > Re}). (5.1.8)

For any N  > 1 and /  € C§°(M), applying (5.1.8) to Д  := / ( (e~^c)+ A l) 
in place of / ,  we obtain

Ml)s ) г | а д / ) + (5.1.9)

On the other hand, since {p < Re +  IV +  1} is compact, by Proposition
5.1.1 there exists co(e, N),ci(e, N) > 0 such that for any /  € Cq°(M), the 
function /2 := / ((Re + N  + 1 — g)+ A l) satisfies

M / 22 ) <  * £ ( / 2 , / 2 ) +  с 1 ( £ , л о « ~ со(£ ’л ° М 1/ 2 |)2

< 2 sE(f, f )  + 2 sp ( f2) + c2(e, N)sc°^p(\f\<t>)2, s > 0
for c2(e,N) := ci(e, N) supe<He+JV+1 ф~2 < 00. Combining this with 
(5.1.9) and noting that f 2 < f f  + / | , we arrive at

M b  £  ( $ r $  +  * ) * < / . / )  +  ( f < ^ 9  +  * > ( Л

+ c2(e ,N )s-c° ^ p ( \ f № ) 2, s>  0.
Taking N  large enough and s small enough such that

u(e, N, s) £ ^  + 2s < 1,N 2( 6 - e ) 2
we obtain

» > 0 .
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Since
1 /4(1 +e)lim lim lim — . . . .,£->o s—>0 n -¥oо 1 — u(s, N, s) \(6 — e)2

/4 (i + ej X £
\  (J -  £)2 + ) S2 ’

the set

Mr)  :=

is nonempty. So, (5.1.1) holds for

A{t) := j(e,iV,s) G (0,J)x[l,oo)x(0,1) : 2s+^ 1_+̂  < r ( l—u(e, iV, s ) ) |

P(r) := inf { i 'Tu(e s) S ^  ^  '' (£,N,S') 6 Л^ }  < 00> r > (52' □

Let g be a smooth compact function such that a < |Vp| < 6 for two 
constants b > a > 0 and large g. A very simple example for Theorem
5.1.3 to apply is that { X i , . . . ,  X n} satisfies the Hormander condition with 
X\ — Vp. In this case, let

V»(s) = sup I {X iQ + (divXi)(Aip)}
Q < S i =  1

s > 0.

Then the condition in Theorem 5.1.3 holds for У := </? о g with
lim inf \a\ip'(s)\ — > 0.5-tOO 1 ‘

When Lg < 0 for large g, we are able to extend Theorem 5.1.3 to the 
case where Г(р, g) is possibly unbounded.

Theorem 5.1.4. Let L be hypoelliptic and let A(s) =  supe<s Г(р, g), s > 0, 
for g be a smooth compact function. If

S := lim inf — ^ > 0,
e->°o у/A(g)

then о ess (—L) c  [d2/4, oo).

Proof. Since g is a smooth compact function, Л is continuous. Moreover, 
Л is nonnegative and increasing. So, for any e € (0,(5), by a classical 
approximation theorem, there exists an increasing smooth function Ae such 
that |Л — Ae| < e. Let

f =d s.
у/ A e(s) +  £

We have Г(р, g) < 1 and there exists Re > 0 such that

Lg Lg
\J Ae(g) + 1

+ Г(g, g)
ds у/Ae(s) + £ s = g

< —(6 — e), p > Re

According to Lemma 5.1.2, this implies (5.1.8). The remainder of the proof 
is completely similar to the proof of Theorem 5.1.3. □
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Next, we consider the weak Poincare inequality for /i being a probability 
measure:

p{ f2) < a { r ) £ { f , f )+ r ll/ll^o, r > 0 ,p (/) =  0, (5.1.10)

where a : (0, сю) -» (0, oo) is corresponding to the convergence rate of the 
associated semigroup (see §1.6.4). To estimate the function a, we consider 
below a special class of hypoelliptic operators on M.d with algebraic growth, 
more precisely:

(A5.1.1) There exist ro > 0 and rq, . . . , >  0 such that

r ( / o ^ s, / o ^ s) = sr° r ( f , f )  oips, s > 0 , f e C \ R d) (5.1.11) 

holds for (ps(xi, ... ,Xd):=  (srix i , . . . ,  sTdXd).

Theorem 5.1.5. Let M  = Rd and dp = ev ^ d x  be a probability measure. 
Assume that Г satisfies (A5.1.1). Let Ds = {|xj| < sri : 1 < i < d} and

<5S(V) = sup V — inf V, s > 0.
D s s

Then there exists a constant Co > 0 such that (5.1.10) holds for

a(r)  := Co inf {sr°e<5ŝ  : 2p.{Dca) < rA l} , r > 0.

Proof. To establish the weak Poincare inequality, we need to estimate 
the local Poincare constant. Let

(I)d. = ttU  [  f(x)dx, 
l-^sl Jds

where |DS| is the volume of Ds. For any s > 0, let y(s) > 0 be the smallest 
positive constant such that

[  (/(*) ~ (f ) Df d x  <  7 (s) f Г(/, f)(x)dx, f  € C \ D 2s) (5.1.12) 
Jds Jd2s

holds.
By the local Poincare inequality implied by (5.1.3), we have cq := q(l) 6 

(0, oo). Combining this with (A5.1.1), we obtain

[  (f°<Ps(x))2dx< cosr° [  T(f,f)o ips(x)dx, f  6 C1(D2s), (f)D. = 0. 
J D\ J D2

Therefore, (5.1.12) holds for 7 (s) = Cosr°. Combining this with a simple 
perturbation argument, we obtain

f f ( f 2l o 3) <  с0 аг° е ^ > р ( Г ( / ,  / ) )  +  s >  0.
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Since /х(/) =  0 implies

provided p(Dcs) <

m( / 2id J  <

Thus,

d ( f )  < /)) + 2||/ |Ы Я » ) ,  м(Л$) < 5 -

This implies the weak Poincare inequality for the desired function a. □

M /1dJ 2 = M /lp ;)2
H(DS) p{Ds)

<

i ,  we obtain

c0sr°e<5̂ vV ( r ( / , /))  + H{DCS), d{Dcs) < —.

5.1.2 Nash and log-Sobolev inequalities

We first establish the Nash inequality for V  = 0, then derive the log-Sobolev 
inequality by a perturbation argument as in the elliptic case. To establish 
the Nash inequality, we will estimate the intrinsic distance induced by Г 
and apply heat kernel upper bounds for the associated diffusion semigroup. 
To this end, we assume that the square field has an algebraic growth in the 
sense of (A5.1.1) and (A5.1.2) below.

(A5.1.2) M  — Rd and there exists {m3 > 0 : 1 < j  < d} such that 
m,0 = 0 for some 1 <io < d, and

d

Г ( / ,/ )  > 6\^2 ,\x io\2m*{дх / ) 2, IzU := max Ь |  < e (5.1.13) 
j=1

holds for some constants 0\,e > 0.

Next, for any /  € C'1(Ed), let

fi(x) = f ( i r ' +1Xl, . . . , i m*+1xd), i>  l , x  = (xu . . . , x d)& R d. (5.1.14)

(A5.1.3) M  = Rd and there exists a constant 02 > 0 such that 
Г {fi,fi){x) < 62i2r ( f ,  f) ( imi+1x i , ...  ,imd+1xd) holds for all x e l  d, i>  1, 
and /  € C1(Rd).
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5.1.2.1 Heat kernel estimate

Let us first recall a known heat kernel upper bound for hypoelliptic diffu­
sions on a compact connected Riemannian manifold M. Let {X i,. . . ,  X n} 
be a family of smooth vector fields on M  satisfying the Hormander condi­
tion.

For any x € M  and v e TXM , let
H r  = sup{fy/|(x) : /  € C1{M),T{f,f){x)  < 1}.

For any smooth curve 7 : [0, r] —> M  linking two points x, y, the intrinsic 
length of 7  induced by these vector fields is

M 7 ) == [  l7 s |rd s .
Jo

The intrinsic distance pr{x,y) between x and у is defined as the infimum 
over the intrinsic lengths of all smooth curves linking x and y. Recall that 
the Hormander condition implies pr < 00.

An equivalent definition of pr is given by using subunit curves. A C1- 
curve 7 : [0, r] - ) M  is called subunit, if

d̂
df / Ы  < V n f J ) h t ) ,  f e C \ M ) , t e [ 0 , r } .

Then
pr(x, y) — inf {r > 0 : 7  : [0, r] —> M  is subunit, 70 = x, 7 r  — y}-

Moreover, we have
Pr{x,y) = su p { |/(x ) - / Ы |  : f  G C1(M ),T (f1f)  < l}.

Let P t ( x ,  y) be the heat kernel of the operator Lq given in (5.1.6) on M. 
If M  is compact, then due to Lemma 8 in [Fefferman and Sanchez-Calle 
(1986)] (see also [Jerison and Sanchez-Calle (1986)]), there exists a constant 
C > 0 such that (j

p t(x ,x)<  f > 0 , x e M ,  (5.1.15)VOl(5r(X, t l' z))
where vol is the Riemannian volume measure and Br(x,r) := {pr(^?*) < 
r}.

We intend to extend this estimate to the Dirichlet heat kernel on a 
bounded domain when M  is non-compact. For any open domain Q С M, 
let p f  be the Dirichlet heat kernel of Lq on П.

Lemma 5.1.6. Let f i c f l i  be two bounded open domains in M such that 
П C fii and Sfy is diffeomorphic to the unit open ball in Kd. Then there 
exists a constant C > 0 and to > 0 such that

p?{x’x) ^  l 6 |1 A l ’, e l 1
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Proof. Let ro > 0 such that

П ' : = \ у е М :  inf pr(x,y) < r0) С  Пь

Let tli be an open geodesic ball in Sd. Then there exists a diffeomorphism

ip i £11 —̂ f li .

In particular, we take a Riemannian metric g on §d such that <p is indeed 
isoperimetric. Let vol be the associated Riemannian volume measure. So, 
the vector fields {p*(Хг)} satisfies the Hormander condition on fR. Let 
h E C°°(Sd) such that

0 < h < 1 , = 1 , /i|„c = 0.

Moreover, let {Y),. . . ,  Yln} be vector fields on §d which span the tangent 
space at any point. Then

H := {h<p*(Xi), (1 — h)Yj : 1 < i < n, 1 < j  < m}

satisfies the Hormander condition on §d. Let p be the corresponding in­
trinsic distance. It is easy to see that

P r ( x ,  y) =  p ( < p { x ) ,  <p(y)), x  € Sl,y E  £l'. (5.1.16)

Let pt be the heat kernel of the self-adjoint operator

L := J 2  { X 2 + (divX)X} 
х е к

on (Sd,g). Due to (5.1.15) one has

p t ( x , x )  < —--------------- -— , t > 0 , x E § d , (5.1.17)

where Bp(x, r) := {p(x, •) < r} for r  > 0. Since

L f  = W  o<p)}o<p-\ f  E C0°°MD)),

one has

P?{x,y) = p f n\p(x),ip{y)),

where pf/ 'l) is the Dirichlet heat kernel of L on which is smaller than 
pt- Thus, the desired assertion follows from (5.1.16) and (5.1.17) for t 0 = Гд 
by noting that <p is isoperimetric. □
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According to Lemma 5.1.6, to obtain an upper bound of pp depending 
only on t, we need to estimate the intrinsic distance.

Lemma 5.1.7. Let {A*} satisfy (A5.1.2) with mi =  0. Then 

РГ(*, y)< + l  rtaf {2r + £  М », IvU < t-
i=2

Proof. For fixed x,y  with |x|oo, |p|oo < e, let

=  ( y i , . . . , y i - i , X i , . . . , x d), 1 <  i < d + 1.

In particular, x ^  = x, x(d+1) =  y. Taking 7S =  (sxi +  (1 — s)y\, x2, • • •, xd) 
for s € [0,1], by (A5.1.2) with mi =  0 we obtain

r ( f , f ) > e l \ d Xl f \2
1*1 -  Уi |2

d 2
n M  ■

Thus,

pr (x,x(2)) < \x\ ~ Vi\
0i

(5.1.18)

Next, for any xi ф 0, let
7j(s) = (1 — s)xw + sx^l+1\  s £ [0,1], i > 2. 

Similarly, we have

T ( f , f ) > e l \ x i \ 2m<\dxj \ 2 = |xi I277li

I x i Vi,|2 ds f h i ( s ) )

Then

рг(х(,),х (1+1)) < 2 < i < d.
H K ~ d ilxx l^ '  -  -

If Xi ф 0, this and (5.1.18) yield

Pr{x,y) < |*l — 2/11 1 \Xi ~У'\
f,‘ t i  i*ii'

(5.1.19)

Moreover, for any xi 6 R and r £ (0, e), let xi £ К be such that 
|*i -  *i| < r,i*i| > r. Let x =  (x i,x2, . . . , x d),y = (xi,y2, . . . , y d). It 
follows from (5.1.19) that

Pr(x, у) < Pr(x, x) + рг {х, у) + Рг{у, У)

< 2r +  |xi — 2/i I , 1 v-^ I Xi -  yt |
0i

\x i
0 rn

i —2
So, the proof is completed. □
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Combining Lemmas 5.1.6 and 5.1.7 we obtain the following main result 
of this section.

Proposition 5.1.8. Let {-Xj}”=i satisfy the Hormander condition and 
(A5.1.2), (A5.1.3). Then for any open domain ft C {x G : |x|oo < |} , 
there exists a constant C > 0 such that

suppp(x,x) < c t - {d+rni+- +md)/2, t>  0,x G ft. 
xeo

Proof. Without loss of generality, we assume that m\ = 0. Let to, Л be 
in Lemmas 5.1.6  and 5.1.7. Let cj =  m a x 2 < i< d 0 ^ 1+m*̂  and take t\ G 

(0, to Л 1] such that

(0i +  c f l ) V i  <  - .

Since jxjoo < | ,  Lemma 5.1.7 with r := 0it1//2/4 implies that for any 
t G (0, ti],

i=2

D {p G Md : \ x i - y x\<
вх t1/2 , , t ( ^  + l)/2

•, F t - V i \  < < i<  d j.
2d 2 dcx

Thus, there exists a constant C2 > 0 such that
vol(5r (x ,t1/2)) > c2f(d+mi+...+md)/2, t € (0 t l ]

Hence, the desired estimate holds for t G (0, tx]. To complete the proof, we 
only need to show that

supp^(x,x) < сзе~А°*, t > ti (5.1.20)
xen

holds for some constants сз, Ao > 0. To this end, let Pp be the Dirichlet 
semigroup of L on ft. Since the semigroup generated by L on Kd has a 
positive heat kernel pt{x,y),

ex inf /  pn/2(x, j/)vol(d?/) > 0. 
S2

Since p{\ < pt i , this implies that

llFt?/2lU°°(n)->L°°(P) = sup /  p? ,2{x,y)vo\{dy) < 1 - e x  
x£fl Jq

Therefore, by the semigroup property,

< 1.

\Pt  Ilz.°°(f2)—>-Z,°°(r2) <  Cie
— Ao t t\

1 ~ ~2 (5.1.21)
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holds for some ci, Ao > 0. Moreover, by the local Nash inequality in Propo­
sition 5.1.1, one has H-P* ||Li(n)-»L°°(fi) < oo for all t > 0. Combining this 
with (5.1.21) we obtain

l|-Ptn ||L1(tl)->L<»(n) < ll^ti/2lll/1(0)—>L°°(n) ll- t̂ -̂ti/2 1|1/°°(П)—>L°°(n)
< ce_Aot, t > tx

for some constant c > 0. Thus, (5.1.20) holds. □

5.1.2.2 Nash and log-Sobolev inequalities

It is well known that the uniform heat kernel upper bound implies a Nash 
inequality. To derive the log-Sobolev inequality from the Nash inequality, 
we present below a perturbation result for Hormander diffusions on mani­
folds.

P roposition 5.1.9. Let Г be the square field associated to vector fields 
on a connected complete Riemannian manifold M  satisfying the 

Hormander condition. Let dpo =  ev°d vol for some Vo £ C2(M) such that

М / 2) < С М Г ( / , / )  + / 2 Г / ( т + 2 ) , /  e C o ( M ) , p 0 ( \ f \ )  =  1 (5.1.22)

holds for some C,m  > 0. Let V  £ C2(M) such that d/i := e^dpo is a 
probability measure.

(1) If there exists S > 0 such that

p0(exp[S(T(V, V) -  2LV) -  V]) < oo, 

then there exists a constant C > 0 such that

M(/2 log f 2) <  С р ( Г ( / , / ) ) ,  /  6 Cb ( M) , p ( f 2) =  1.

(2) If for any s > 0

U{s) := /x0(exp[s(r(V, V) -  2LV) -  V]) < oo, 

then there exists a constant Co > 0 such that

M(/2 log / 2) < rp(T(f, /))  + со + m log - A -  + log U(r/4)г Л 1
holds for all r > 0 and f  £ Cq(M) with p ( f2) = 1.

Proof. By [Bakry et al (1995)], the Nash inequality (5.1.22) implies
777

Mo(/2log /2) < — log{a/i0(T (/,/)) + b}, f  £ C'01(M ),M0( /2) = 1
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for some constants a, b > 0. Thus, there exists c > 0 such that

M / 2 bg f 2) < ^Мо(Г(/, /) )  +  с +  у  log(r_1 V 1)

for all r > 0, /  € Cq(M), Ho{f2) = 1- Replacing /  by /e v/2 for /  € Cq(M) 
with n ( f2) = 1, and noting that

/io(/2ev log(/2e'/ )) =  p ( /2 lo g /2) + n ( f2V),

Мо(Г (/eV/2, / e K/2)) = Мо(ек { г ( / , / )  + /Г (/, V) + ^ / 2Г(1/,У)})

= л(Г(/, /))  + |м (Г (/2, К)) + ^ ( / 2Г(У, У))

=  л(Г(/, /) )  + | ^ ( / 2{Г(1Я К) -  2LF}), 

we arrive at

р ( /2 log / 2) < £л(Г(/, /))  + /х(/2{ g №  К) -  2LR] -  У})

+  С +  у  log (r_1 V 1)

< ^м (/2 log / 2) + ^р(Г(/, /) )  + с + у  log(r_1 V 1)

+ i l o g w ( e i W ‘') - ^ v l - v )

This implies (2).
If the condition in (1) holds, taking r = 4(5 in the above display we 

obtain the defective log-Sobolev inequality:
M /2log /2) < а д Г ( / , / ) )  +  С2, /  € Cq(M ),n ( f2) = 1

for some Ci,C2 > 0. Since due to the Hormander theorem, the operator
П

£ { Х 2 +  (^ (У  +  У0)№ }
i—1

has positive heat kernel so that the corresponding semigroup is uniformly 
positivity improving, according to [Aida (1998)], this defective log-Sobolev 
inequality implies the exact one. □

Theorem  5.1.10. Let {Xi}™^ on Kd satisfy the Hormander condition 
such that (A5.1.2) and (A5.1.3) hold.

(1) Let m = d + J2i=i m i- There exists a constant C > 0 such that

vol(/2) < Cvol(r(/, / ) )m/(2+m>VOl(|/|)4/(2+m> (5.1.23)

holds for all f  6 Co(Rd).
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(2) If there exists 6 > 0 such that

vol(exp[-P -  $(r(V, V) +  2L0V)}) < oo, 

then there exists a constant C > 0 such that

M /2lo g /2)< C / i ( r ( / , / ) ) ,  /  € C'o(Md),/ i( /2) = 1. (5.1.24)

(3) If for any s > 0

U(s) := vol( exp[-V  -  а(Г(V, V) + 2L0V)}) < oo,

then there exists a constant cq > 0 such that
d ..

M(/2b g / 2) < rfi(T(f, /) )  + c0 + (d + ^ r r i j )  los77TT + log U{r/4)
j=i Г

holds for all r > 0 and /  6 Co(Rd) with /x(/2) =  1.

Proof. By Proposition 5.1.9 with Vo = 0 (i.e. rq — vol), and noting that 
LV — LqV +  r(V/, V), it suffices to prove the first assertion. Let

Bs = {x € Rd : 2\xj\ < (es)mi+1, 1 < j  < d}, s > 0.

By Proposition 5.1.8, there exists a constant C > 0 such that (cf. Theorem 
2.4.6 in [Davies (1989)])

vol(/2) < С\ю1(Г(/, f ) )m^ +mK o l( \ f \ )^ 2+m\  /  e C&Bi). (5.1.25)

Now, for any /  € Co(Rd), there exists i > 1 such that /  e Cq(Bf). We 
have ft £ Cq(B i ) and

vol ( / 2) = r mvol(/2), vold/il) =  r mvol(|/|). (5.1.26)

Combining this with (A5.1.3) and (5.1.25), we obtain

vol(/2) < Cfm(22- mv o l(r( /,/) ))m/(2+m)( r mvol(|/|))4/(2+m)
-  Cvol(r(/, f ) )m^ 2+m\o \{\f\) 4̂ 2+m\

This implies (5.1.23). Hence, the proof of (1) is completed. □

To see that Theorem 5.1.10 applies to a reasonable class of Hormander 
type operators, we consider below a specific class of vector fields. Let 
d = d \+  d2 and at point (x ,y ) € Rdl+d2, 

d\ d-2

Xi — ^  ' (TijdXj T  'y  ̂hij (x'jdyj, i — 1 ,.. . ,  n,
3 =  1 3 = 1

(5.1.27)
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where a (ffij)nxdi is a matrix such that a := a*a is strictly positive 
definite, and {hij} are homogenous functions on Rdl such that

hij(sx) = slj hij(x), s > 0, x & Kdl, 1 < i < n, 1 < j  < d,2 (5.1.28)

holds for some constants {lj > 0} and
n d 2

, ,Jn,f E  E  hij{x)hu(x)vjVi > 0. (5.1.29)

Corollary 5.1.11. Let be in (5.1.27) satisfying the Hormander
condition such that a*a is strictly positive definite and (5.1.28) and (5.1.29) 
hold. Then (A5.1.2) and (A5.1.3) hold with d = d\ +  di, mi = 0 for 
l < i  < d\ and mdl+, = h for 1 < i < In particular, (5.1.23) holds for 
some constant C > 0 if and only if m = d\ + d,2 + Y l ih  k-

Proof. Obviously, (A5.1.2) follows from (5.1.28) and (5.1.29). Next, let 
f N be in (5.1.14). By (5.1.28)

Г (fN,fN)(x,y)
ть d\ 2

= E  { E  N(riJd* J  + N hi:jdyjf }  (N x , N l' +1yi, . . . ,  N l^ +1yd2)
i=1  ̂j=1

= N 2T ( f J ) N(x,y), ( x , y ) £ R d'+d>.

Thus, (A5.1.3) holds. Moreover, assume that (5.1.23) holds for some m > 
0, it suffices to prove that m — di + d2 + h- By an approximation 
argument we are able to apply (5.1.23) to the function

/(.)(*,») ■■= ( s - \ x \ ) +(sh+1 -  M ) + ...  (s^ +1 -  |yd2|)+, (x,y) € Rdl+d2

for s > 0. Obviously, there exist ci, C2 > 0 such that for s > 0,
VOl(/(2s)) > ClS2+d!+3d2+3ii + ...+3Id2)

vol(|/(s)|) < c2s1+dl+2d2+2il+- +2i^ .

Finally, by (5.1.27) and (5.1.28) there exists C3 > 0 such that

(5.1.30)

Г (/W>/(.)) < c3{ l {|x|<s}(sil+1 -  |j/i|)+ . . .  (^(rfo+i l2/rfa|)+}2
d2

, / г ' ,  _ ^ w f E _ r
+ C3\  E  1{ ы < * +1} (sh+1 _  |w |)+ /  •

So, there exists C4 > 0 such that

vol(r(/w , / w )) < c4sdl+3d2+3'1+ -+3^ ,  s > 0.
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Therefore, it follows from (5.1.23) that 
^2+di+3d2+3/i-f-...+3Zd2

f̂/ (̂di+3d2+3 î + ---+3Zd2)m/(2+Tn) + (l+<ii+2<i2+2/i+...+2Zd2)̂ /(2+m) 5 ]> 0
holds for some C  > 0. Therefore,

2 + d\ + 3c?2 "b + . ..  + 3ld2
_  m(di +  3d2 + 3Zi + ...  + 3ld2) +  4(1 + d\ + 2o?2 + 2,l\ + . ..  + 2ld2)

2 + m
which implies m = d\ + +  h  +  ■ • • + U2- □

As a generalization to the known log-Sobolev inequality for V  =  —cp2 
on a Riemannian manifold with curvature bounded below, where p is the 
Riemannian distance function to a fixed point (cf. Corollary 1.6 in [Wang 
(2001)]), we present below a corollary for hypoelliptic operators.

Corollary 5.1.12. Let {W}”=1 satisfy the conditions of Theorem 5.1.10. 
Let p € C2(Rd) be nonnegative such that vol(exp[—ep2\) < oo for any £ > 0, 
and

Г(p ,p )> 61, L0p < 62{l + p - 1) (5.1.31)
for some constants в\,62 > 0. Let V  = c(S) — ps for some constants S, c(6) > 
0 such that p is a probability measure.

(1) If 6 > 2 then there exists a constant C > 0 such that (5.1.24) holds.
(2) If 6 > 2 then

M /2lo g /2) < r p ( T ( fJ ) ) + c r - s^ s- 2\  г > 0 , / е ф ' )  (5-1.32)
holds for some c > 0. Consequently, the associated semigroup Pt is 
ultracontractive with

H-PtlURMl-fb-Oi) ^  exp[c'(l + 1- */!5-1))], t > 0 
for some c' > 0.

Proof. We may assume that p > 1 by using p + 1 to replace p. Obviously, 
(5.1.31) implies

r(V, V) + 2L0V > M V (<5_1) -  62{ps- 2 +  ps~l ) (5.1.33)
for some constants t>i,S2 > 0. So, if 5 > 2 then — [T(V, V)+2L0V] < ci+c2R 
holds for some ci,C2 > 0. Thus, (5.1.24) holds according to Theorem 
5.1.10(2) and the assumption that vol(exp[—ep2]) < oo for any e > 0.

Next, if 6 > 2 then (5.1.33) implies
a(r(V, V) + 2LoV) > -2 V  -  cgs-Vl*-2) _  C4) s > 0 

for some constants 03,04 > 0. This implies U(s) < exp[c3S~l5̂ '5_2) + 05] 
for some 05 > 0. Therefore, (5.1.32) follows from Theorem 5.1.10(3) and 
(5.1.24). □
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5.1.3 Gruschin type operator

In this part we consider the Gruschin type operator L given in Example 
5.0.1.

5.1.3.1 Weak Poincare inequality

Obviously, (A5.1.1) holds for ro = 2,n  — 1,гг =  k + 1. So, Theorem 5.1.5 
applies for ro = 2 and

Ds '■= {|x| < s, \y\ < sfc+1}, s > 0.
In particular, we obtain explicit algebraic convergence rate for the following 
example. Let

и _i_ ox
V{x,y) = c o - 6  log(a;2 + 1) -  + ---j l°g(l + У2)

for some 6  > 1/2. Then for some cq <G К
dp = ec°(l + x2)_,5(l + 2/2)-(feH-25)/2(fc+i) dxdy

is a probability measure. Next, there exists a constant ci > 0 such that 

p{Dcs) < p(\x\ > s) + p(\y\ > sk+1) < cis1_2lS, s > 0.

Moreover, there exists a constant C2 > 0 such that 

e5*(v> < c2sfc+44, e > l .

Then by Theorem 5.1.5 the weak Poincare inequality holds for 
a(r) =  c3(l + r -(a+*+«)/(M-i))> r  > о

for some constant C3 > 0. Therefore, it follows from Theorem 1.6.14 for 
H = { / € L2(p) : p(f) = 0} that

| | P t  -  p \ \ o o ^ 2  <  c t - W - W + k + “ \  t  >  0.

5.1.3.2 Super Poincare inequality

For simplicity, we only consider к — 1 so that X  = ^  and У = Хщ. Let 
V(x,y) = £(a + (c + x)2)l(b + y)m for some constants a,b,l,m > 0 and 
£, с ф 0. Then <jess{L) =  0, i.e. the super Poincare inequality (5.1.2) holds 
for some ф 6 L2(p) and some function /?, provided either (a) £ > 0, l > 
1/2,m > 5/4; or (b) £ < 0,/ > l,m  > 5/4.

Proof. Let

p(x, y) =  y /(c  +  z ) 2 +  \ / l  +  y 2 , X,y e  R ,
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which is a smooth compact function. We have

rr \r \ h y  \2 ,  ̂ (x +  c)2 + x V /[ 4 ( l+ J /2)] .Г(p,p)(x,y) = {(Xp) + (Yp) }{x,y) = ------------ ------- - — — L < ci
(c + x)2 + \Jy2 + 1

for some constant ci > 0 and all x, у e K. By Theorem 5.1.3, it suffices to 
show that

Noting that

X 2p(x, y) 1

lim |Lp| = oo.
p —> OO

(c + x)2

(5.1.34)

p(x,y) p3(x ,y )’

У 2р{х,у)
2 2x V

So,

lim
p—>oo

2p(x,?/)(l + y2)3/2 4p3(x,y)(l + y2)

X 2p + Y 2p -
2p(x, y)(l +  p2)3/2 

Moreover, since с ф 0, there exists e > 0 such that 
(*Г)(Хр) +  (ГГ)(Гр)

_ 2l(a +  (c + x)2)(_1(5 + y2)m(c + x)2

0. (5.1.35)

+

P{x,y)
m x2{a + (c + x)2)l(b + y2)m~1y2 (5.1.36)

Ру/ у2 + 1

> e(x2i + y2(m-1))
p(»,y)

Now, we are able to prove (5.1.34) for cases (a) and (b) respectively.
(a) Let £ > 0. It follows from (5.1.35) and (5.1.36) that limp-^*, Lp = oo 

provided l > 1/2 and m > 5/4.
(b) Let £ < 0. By (5.1.35) and (5.1.36)

liminf(—Lp) > liminf
p —too p —too

provided l > 1 and m  > 5/4.

e(x21 + y2(m *■)) — t2
oo

□

5.1.3.3 Nash inequality

Obviously, (5.1.28) and (5.1.29) hold for a =  I, di = d2 =  M i =  k. By 
Corollary 5.1.11, (5.1.23) holds for some C > 0 if and only if m  = 2 + k.
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5.1.3.4 Log-Sobolev inequality

Let ф(х,у) = \x — c\k+1 + ay2 for some constants с ф 0, a > 0. Let V = 
Co — 8фт for some Co 6 R and 8,rn > 0 such that у  is a probability 
measure. If m > 2 then there exists C > 0 such that (5.1.24) holds. If 
m > 2 then there exists c > 0 such that

m( / 2 log /2) < rfj(T(f, /) )  + c r -m/(— 2) (5.1.37)

holds for all r > 0, /  € Cq(M2) with p{ f2) = 1.

Proof. It is easy to check that

Г(ф, ф) := (Хф)2 + {Уф)2 = {k + 1 )2{x -  c)2k + 4a2x2ky2 
Ь0ф := k(k + 1)|ж — c\k~l + 2ax2k.

So, for sufficiently large ф, 

r(V, V) + 2L0V
= (т 282ф2(-т ~-4 — 28m(m — 1)фт~2)Г(ф, ф) — 25тфт~1 Ь0ф 
> схф2(гп- 1]

for some constant cx > 0. Thus, there exists C2 > 0 such that

r(V, V) + 2L0V > ciфЧ”*-1) -  c2. (5.1.38)

In particular, if m > 2 then the condition of Theorem 5.1.10(2) holds for 
8 = 1 and e = ci/2. Moreover, if m > 2 then (5.1.38) implies

a[T(V, V) + 2Lo^] + V > с^ф2̂ - ^  -  c2s -  8фт + C0
> - c 3(l + s - m/(m- 2l), s £ (0,1]

for some c3 > 0. Therefore, by Theorem 5.1.10(3), the desired log-Sobolev 
inequality holds for some c > 0 and all r € (0,1], hence it also holds for all 
r > 0 and a possibly larger c > 0, since the weak Poincare inequality and 
the defective log-Sobolev inequality imply the strict log-Sobolev inequality

M /2lo g /2) < C y{T { fj ) ) ,  f  e C'o(R2) ,p ( /2) =  1

for some constant C > 0. □

5.1.4 Kohn-Laplacian type operator

Corresponding to the last subsection, we consider in this part the Kohn- 
Laplacian type operator L given in Example 5.0.2.
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5.1.4.1 Weak Poincare inequality

Obviously, (A 5 .1 .1 ) holds for tq — г'з = 2,ri =  Г2 = 1. So, Theorem 5.1.5 
applies to ro =  2 and

Ds := {|x| < s, \y\ < s, |z| < s2}, s > 0.

Let
1 -j- 25

V(x,y,z)  =  c0 -  <5log [(x2 + 1)(1 + y2) \ ------—  log(l + z2)

for some S > 1/2. Then for some co?K

dp = eCo(l + x2)~s(l + y2)_<5(l + Z2)~{-1+2S',,4‘ Axdydz  

is a probability measure. Next, there exists a constant c\ > 0 such that 

y(Dcs) < y(\x\ > s) + fi(\y\ > s) < cis1' 26, s > 0.

Moreover, there exists a constant C2 > 0 such that

es°W  < c2s1+6S, s > 1.

Then by Theorem 5.1.5 the weak Poincare inequality holds for

a(r) = C3(l +  r - (3+6^ - 1)), г > 0

for some constant c3 > 0. Therefore, it follows from Theorem 1.6.14 for 
H = { / € L2(y) : p (/) =  0} that

||Pt ~  M||oo->2 < сГ^-Ч/Р-НИ), t  >  0.

5.1.4.2 Super Poincare inequality

Let V (x ,y ,z ) — c(l + x2 + у2)1 + (1 + z2)m, x ,y ,z  G M.

Proposition 5.1.13. If c > 0, l > 1 and m > 3/4 then aess(L) = 0, or 
equivalently the super Poincare inequality (5.1.2) holds for some ф G L2(p) 
and some function /3.

Proof. For any e G (0,1) let

pe(x, y , z )  =  \Jx2 +  y 2 +  \J  z2 +  1 +  \Je +  x2 +  y2, x ,y ,z  G K.
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We have
Г { p e , P e ) ( x , y , z )

2x -  yz / (2y / z2 +  1)
+

+

2 \ /  x 2 + y2 + y fz2 +  1 y jx 2 + y2 + £ 
2 у + x z / (:2\Jz2 + 1)

+ У
2y/x2 +  y 2 +  y/z2 +  1 -\/x2 + ?/2 +  £

2 , ..2' 1 1=  ( ^ + j / 2) 

+

+
y/x2 + y 2 + y/z2 + Г y/x2 + y 2 + £ 
z2(x2 + y 2)

< 5.
16(г2 + l)(x2 + 2/2 + V-z2 + 1)

Moreover,
(X2 + Y 2)pe(x,y,z)

= 1 ! 2 x ~yz/(2y/z?~+T)
\Jx2 + y 2 + e  Чгу а̂:2 +  y2 +  \Д 2 +  1 

+ у  /  2y +  xz / (2y/ z2 +  1)
V2-\/x2 + г/2 + yfz2 + 1

_______1______  ̂ 4 + (x2 + y2)/(4(z2 + 1)3|/2)
a/ x2 +  y2 + £  2y/ x2 +  y 2 +  \/^2 +  1

_ (2x -  yz / (2y / z2 +  l))2 + (2у  +  xz / (2y / z2 +  l))2 
4(x2 +  у2 +  V  z2 +  l )3/ 2 

1 (x2 +  y2)z2/ ( z 2 +  1)>

>

у/X2 + y 2 + £ 16(x2 + у2 +  V  Z2 +  l)3/2
1 1

\/x 2 + У2 + £ 16
Finally, since

{(ХУ)(Хре) +  (УУ)(Уре)}(х,у,г)
2x — yz/ (2 у/ z2 + 1)

+
2\/x2 + y 2 +  \/z2~ + =l  y j x i 2 4“ ?/2 -h £

x ^2d(l + x2 + y2)l~1x — mzy(z2 +

2 у +  xz / {2y/ z2 +  1)
+

2y/x2 + y2 + y/z^^rl y/x2 + y2 + £

x ^2d(l + x2 + y2)l~1y  +  mxz ( z 2 +  l ) m-1^

(5.1.39)

(5.1.40)
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we obtain

{(XV)(Xpe) + (YV)(Ype)}(x,y,z)  
ъ 2cl(x2 + y2){ 1 + x2 + y2)l~l 

\Jx2 + y1 + £
m z2(x2 + y2){ 1 4- 22)m_1

4^/ (г2 + l)(x2 + y2 + \ fz2 + 1)

This implies

lim inf (Lpe)(x,y ,z)
pe —>oo a:2+2/2>£

x2 +  ^2)(1 +  a;2 +  y2)*"1 
\Jx2 + y2 + e 

mez2( 1 + z2)m-1

4^/ (z2 + 1 ) ( e  + Vz2 + 1)

> lim s
р е -Ю О [

J 2c

oo.

(5.1.41)

(5.1.42)

On the other hand, (5.1.40) and (5.1.41) imply

inf Lpe > —== — — .
x 2 + y 2 < e  v2e 16

Combining this with (5.1.42) we obtain

lim inf Lpe > —=  — — .Pe->00 ^  -  ^/2i 16

Since (5.1.39) implies Г(ре/\/5, Pe/Vb) < 1, it then follows from Theorem
5.1.3 that

1 / 1  1 \ 2

Letting e -4 0 we complete the proof. □

5.1.4.3 Nash inequality

(5.1.28) and (5.1.29) hold for a — I,d i  =  2, Zi = d2 — 1- By Corollary 
5.1.11, (5.1.23) holds for some C > 0 if and only if m = 4.
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5.1.4.4 Log-Sobolev inequality 

We consider the high dimensional case. Let

Xi =  dXi -  у dz, Yi = dyi +  y d 2, 1 < i < n.

Let L =  +  Y 2) and
П

г(/, /)  =  ]T {№/)2 + Ш ) 2}, / € C ^R 2”* 1).
2 =  1

Let

p(x,y,z) — y/\x\2 + \y\2 + z2/ ( \x\2 + \y\2), x ,y  G Rn,z  G R.

Then vol(exp[—ep2}) < oo for any e > 0.

Proposition 5.1.14. Let n > 2 and V = c(S) — ps for 6 > 2 and some 
c(S) G R such that p is a probability measure. Then (5.1.24) holds for some 
C  > 0. If 6 > 2 then (5.1.32) holds for some c > 0.

Proof. Since V  is smooth only on the set f2 : =  {(x,y,z)  G R n+n+1 : 
M + \y\ > 0}, we shall first restrict everything on LI. Obviously,

(X ip ) (x ,y , z )  

('Yip ){ x ,y ,z ) 

So,

1 f  X i Z 2 Vi* ]
P{x,y,z) l ' 1 (\x\2 + \y\2)2 2(N 2 + M2))

1 Ns

Xi Z  -1
p(x,y,z) (И 2 + Ы 2)2 ■ 2(\x\2 + \y\2)}-

(5.1.43)

Г (р , p){x ,y,z )

= p { x ,y ,z )A {|a:|2 + -  {\x\2 + \y\2)2) + 4(|z|2 +  Ы2))-

Thus, when z2 < |( |x |2 + |y|2)2 we have T(p, p)(x ,y ,z )  > while when 
z 2 > |(|a;|2 + \y\2 ) 2 we have

z 2 >  z 2 \x\2 + \y\2 = p(x,y, z)2
2(M2 +  \y\2) ~ 8(|m|2 + \y\2) 8 8

so that Г(p, p)(x,y,  z) > | .  In conclusion, we have

Г (p,p)  >  o n  f i . (5 .1 .4 4 )
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Next, by (5.1.43), we have 

(XiP){x,y,z)
^  1 f z2 -2 x iy tz  4 x fz2 y2 \
-  p (x ,y ,z )V  (\x\2 + \y\2)2 + (\x\2 + \y\2)2 + 4(\х\2 + \у\2) Г  

('Y?p){x,y,z)

<
v, z) l

1 - z2 -  2xtyiZ
+ 4 yfz2 +p{x ,y ,z ) \  (\x\2 + \y\2)2 (N 2 +  |j/|2)3 4(|x|2 + |y|2)

Combining this with the fact that 2\хгуг\ < 2(xf + y2), we arrive at

(Lp)(x,y,z) < 

<
p{x,y,z) l 

Co

p{x i У,z )

+ 2|s|
(|x|2 + |y|2)2 (И 2 + Ы2)

for some Co > 0. Due to this and (5.1.44), the proofs of Theorem 5.1.10 and 
Corollary 5.1.12 with Kd replaced by fl lead to

M(/2lo g /2) < С/х(Г(/,/)), /  G C'o(D),/r(/2) (5.1.45)

provided S > 2. This implies (5.1.24) by an approximation argument and 
the proof of (5.1.32) for <5 > 2 is similar. More precisely, for any /  G 
Co(R2n+1) with /r(/2) =  1, let f e = fh £, where

h ' { x , y , z )  := Q v W + t o F - l )  A l > £ > 0 -

We have

M(T(/«,/«)) < (1+г)/х(Г(/,/)) + (1 + г-1)е- 2||/||^оМ(Пе), r > 0, (5.1.46) 

where := {(x ,y , z ) £ D : |x|2 + \y\2 < e2}. Since

д(П£) < ci [  dxdу f  e~E 2 dz  <  C2E2n+1
i{|a:|2 +  |l/|2<E2}  J R

for some c\, c2 > 0, by first letting e —> 0 then r -> 0 in (5.1.46), we obtain

limsupAt(r(/e, / £)) < ц(Т( / ,/) ) .  
£->0

Thus, (5.1.24) follows by first applying (5.1.45) to / E/r(/2) 1/2 in place of 
/  then letting e-> 0 . □
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5.2 Generalized curvature and applications

As shown in the previous chapters that the Bakry-Emery curvature con­
dition has played a crucial role in the study of elliptic diffusion processes. 
When the diffusion operator is merely subelliptic, this condition is how­
ever no longer available. Recently, in order to study subelliptic diffusion 
processes, a generalized curvature-dimension condition was introduced and 
applied in [Baudoin and Bonnefont (2012); Baudoin et al (2010); Baudoin 
and Garofalo (2011)], so that many important results derived in the elliptic 
setting have been extended to subelliptic diffusion processes with generators 
of type

L : = J 2 x ? + x o
i = 1

for smooth vector fields {Xi  : 0 <  i < n}  on a differentiable manifold 
such that {Xi, XXiX j : 1 spans the tangent space (see [Wang
(2012c)] for details). In this section we aim to introduce a general version of 
curvature condition to study more general subelliptic diffusion semigroups.

Let M  be a connected differentiable manifold, and let L be given above 
for some C2-smooth vector fields (X t}”=1 and a C'1-smooth vector field X 0. 
The square field for L is a symmetric bilinear differential form given by

П
r ( f , g) = ' £ ( X lf ) (X ig), f , g e C \ M ) .

i= 1
Obviously, Г satisfies

г (/) := r ( / , / ) > 0 ,
T{fg,h)=gT{f ,h)  +  fT{g,h),

ЦФ°/,д) = (Ф'°ЛЦ/,д)
for any f ,g ,h  € С1 (M) and ф € C1 (R). From now on, a symmetric bilinear 
differential form Г satisfying these properties is called a diffusion square 
field. If moreover for any x € M  and /  € Cl (M), Г(f)(x) =  0 implies 
(df)(x)  =  0, we call f  elliptic or non-degenerate.

For any C2-diffusion square field f  (i.e. f  (/, g) e C2(M) for /,  g e 
C°°{M)), we define the associated Bakry-Emery curvature operator w.r.t. 
L by

f e C 3(M) .
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Then the generalized curvature-dimension condition introduced in [Baudoin 
and Garofalo (2011)] reads

r 2(/) + r r f (/) > + (рг -  £ ) г ( Я  + p2r z (f), (5.2.1)

for all f  e C2(M), r > 0, where p2 > 0, к > 0, pi 6 l  and d G (0, oo] are 
constants, and Tz  is a C2-diffusion square field such that Г + Tz  is elliptic 
and

Г(Г2 (Я, Я  = Г2 (Г(Я, я ,  /  е С°°(М) (5.2.2)

holds. When Г2 = 0, (5.2.1) reduces back to the Bakry-Emery curvature- 
dimension condition [Bakry and Emery (1984)], and when d = oo it becomes 
the following generalized curvature condition

Г2(Я + гГ |(Я >  (Р 1-^)Г(Я  + ?2Г*(Я, /  e C2(M),r > 0. (5.2.3)

Using (5.2.2) and (5.2.3) for symmetric subelliptic operators, the Poincare 
inequality for the associated Dirichlet form, the Harnack inequality and the 
log-Sobolev inequality (for, however, an enlarged Dirichlet form given by Г+ 
Tz ) for the associated diffusion semigroup, and the HWI inequality (where 
the energy part is given by the enlarged Dirichlet form) are investigated in 
[Baudoin and Bonnefont (2012)].

The generalized curvature-dimension condition we proposed is

Га(Я + Е Г*Г2 '̂(Я ^ Щ г  + £  Ki{ri' ■ ' ‘
i= 1 i=0

for all /  e C3(M ),r i , . . . , r i  > 0, where d e (0,oo] is a constant, Я°) := 
Г, {Г«}г<,<г are some C2-diffusion square fields, and { K i } o < i < i  are some 
continuous functions on (0,оо)г. We will only consider the condition with 
d = oo, i.e.

i i
Га (Я + 2 > Г$°(/) > E  ' '  • >П)Г«(Я. (5-2.4)

i = l  i = 0

for /  e C3(M), r'i, . . . ,  r; > 0, but the condition with finite d will be use­
ful for other purposes as in [Baudoin et al (2010); Baudoin and Garofalo 
(2011)]. In fact, we will make use of the following assumption.
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(A5.2.1) (5.2.4) holds for some C2-diffusion square fields {r ^ } - = 0  and
{Ki}o<i<i С C((0, оо)г), where R Q) =  Г. There exists a smooth compact 
function W  > 1 on M  and a constant C > 0 such that LW  < CW  and 
f(W ) < CW 2, where f  = £ L o r(i)-

Recall that W  is called a compact function if {IT < r} is compact for 
any constant r. The condition LW < CW  is standard to ensure the non­
explosion of the X-diffusion process, and the condition Г'(1Т) < CW 2 is 
used to prove the boundedness of T(Ptf )  for /  € C, where

C := { /  € C°°(M) П Bb(M) : f  (/) is bounded}.

5.2.1 Derivative inequalities

The main result in this subsection is the following theorem.

Theorem 5.2.1. Assume (A5.2.1). For fixed t > 0, let {Ьг}о<г<г C 
C1([0,t]) be strictly positive on (0, t) such that

Ь£(в) +  2 { м Г , ( ^ , . . . , ^ ) } ( в ) > 0 ,  s e ( 0 , t ) , l < i < l  (5.2.5)

and

Then:

(1) For any f  6 C,
i

2 J 2  {bi(0)T^(Ptf)  -  bfit)PtT « (/)}  < cb{P tf2 -  (P tf)2}-
i=0

( 2 )  I f
r (i)(r ( / ) , / )  = r (r W (/) ,/) ,  1 < i < l , f e C ° ° ( M ) ,  (5.2.6)

then for any positive f  £ C,

E  { ш Г(г)р ^ ] - b i ( t ) P t ^ ^ }  < cb{Pt(f log f ) - ( P tf)  log Ptf} .

To prove this theorem using a modified Bakry-Emery semigroup argu­
ment as in [Baudoin and Bonnefont (2012)], we need to first confirm that 
PtC С C, which follows immediately from the following lemma.

Lemma 5.2.2. Assume (A5.2.1) and let К  = mino<i<; Kfi 1 ,.. .,  1). Then 
f {Ptf )  < e~2KtPtT(f),  t > 0 , f e C .  (5.2.7)
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Proof, (i) We first prove for any /  e Cq(M) and t > 0, f(P. f )  is bounded 
on [0, t]xM. To this end, we approximate the generator L by using operators 
with compact support, so that the approximating diffusion processes stay 
in compact sets. Take h £  C o°([0 , oo)) such that h' <  0, /i|[o,i] =  1 and 
supp/i =  [0,2]. For any m > 1, let <pm = h(W/m) and Lm = Then 
Lm has compact support Bm := {W  < 2m}. Let x € {W  < m} and X™ 
be the Lm-diffusion process starting at x. Let

тт = inf{s > 0 : W(X™) > 2m}.
Since LW  < CW,T{W) < f(W ) < C W 2,h' < 0,0 < h < 1 and 
h'(W/m) = 0 for W > 2m, we have 

r 1 _  2Lipm i 6T(<^m )
9 — i 9

“Prn <Pm
2h'(W/m)LW  2 h"{W/m)Y{W) 6h'{W/m)2T{W) Ci

mifim m 2ipm m2^  _  f>2m
for some constant C\ > 0 independent of m. By a standard argument, this 
implies that Tm  = oo and

s > 0.

Now, let Psm be the diffusion semigroup generated by Lrn. 
formula and Г2 > KT  implied by (A5.2.1) we obtain

(5.2.8)

By the Ito

d f (PHJ) (X?)  -  d i e
= dM ?  + {<р2тЬГ(РГ-3Л  -  2r(P™3f,<p2mLP™J)}(X™)ds
> { 2 ^ f 2( P " af )  -  4Г (log</?m, P™sf)P™sLmf } ( X ™)ds (5.2.9)

> { 2 |A |f (P -s/ ) + 4 | |L / | |00i/f( lo g ^ m)f(P™s/)} (X r)d S

> - C 2T(P™ J)(XT)ds -  f(log^m)p C )d e, e e  [0, t]
for some martingale M ”1 and some constant C2 > 0 independent of m. 
Since h'{W/m) =  0 for W  > 2m and f {W) < C W 2,

h'{W/m)2t{W ) ^  C3
T(log (prn)

m 2<Pm
holds for some constant C3 > 0 independent of m. Combining this with 
(5.2.8) and (5.2.9) we conclude that

г ( Р Г /) < ec*‘ptmf  (/) + C3 f  e ( 4 - )  (*D<is
Jo KlPmy

< eC2t||f  (/)||oo +  C3teClt
(5.2.10)
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holds on {W < m}. Letting p be the intrinsic distance induced by f ,  i.e.

P(z,y)-=sup{\g{z)-g(y)\: Г{д)<1}, z ,y  € M, 

we deduce from (5.2.10) that for any z, у € M,

|Р Г / ( ^ ) - Р Г /Ы |2 < ^ 1у)2(еС2*||Г(/)||00 + Сз<е^‘) , t > 0  (5.2.11)

holds for large enough to. Noting that the L-diffusion process is non­
explosive and X™ is indeed generated by L before time am := inf{s > 
0 : W(X™) > m)  which increases to oo as m  —у oo, we conclude that 
Hindoo Ptmf  — Ptf  holds point-wisely. Therefore, letting m  —t oo in
(5.2.11) we obtain

\Ptf{z) -  Ptf ( y )|2 < p(^, 2/)2 (ес’2*||Г(/)||oo + C3teClt) ,  t > 0,y,z e M. 

This implies that t(P .f)  is bounded on [0, t\ x M  for any t > 0.

(ii) By an approximation argument, it suffices to prove (5.2.7) for /  € 
Cq(M). By the Ito formula and (5.2.4), there exists a local martingale Ms 
such that

d t{P t_af){X a) = d Ms + 2r2(Pt_sf ) (X s)ds

> m s + 2KT(Pt_sf){X s)ds, s e [0, t\.

Thus,

[ 0 , 1 ] э т е - ш Г(Р(. 8/)(Х 8)

is a local submartingale. Since due to (i) this process is bounded, so that 
it is indeed a submartingale. Therefore, (5.2.7) holds. □

Proof. [Proof of Theorem 5.2.1] (1) It suffices to prove for /  € C°°(M) 
which is constant outside a compact set. In this case we have j^Psf  = 
LPsf  — PsLf. Since X s is non-explosive, by the Ito formula for any 0 < 
i < l there exists a local martingale Ms'1 such that

dT«(Pt_e/)(X.)
= d + { L r« (P t_s/ )  -  2 r « ( P _ s/,L P t_s/)}(X s)dS 

= d + 2 r« (P t_s/)(X s)ds, s e [0, t\.
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Therefore, due to (5.2.4) and (5.2.5), there exists a local martingale Ms 
such that

d {  5 > ( в ) Г « ( Р * _ , / ) ( Х . ) }

i= 0 '

>  d M s  +  {  ( а д г ^ р * - . / )  +  В Д Г ( < ) ( Р * - . / ) )  } ( * . ) * «

> dMs + { J 2  {bi(s) + 2bo{s)Ki(j^,. ■ ■, ^ ) ( a ) ) r « ( P t - . / )  }(*.№ «

U ( s )  + 2b0(s)K0( ^ , . . .,  (e) J r (P t_e/)(X e)d*.> d M

So, if сь < oo then 
i

V  M *)r (i)(Pt- s/ ) ( * s) +  Q, f  T(Pt_r/)(X r)dr 
г=о 70

is a local submartingale for s S [0, t}. Since, due to Lemma 5.2.2, 
{pM (Pt-sf)}o<i<i are bounded, it is indeed a submartingale. In particular,

V  {M 0)r« (P t/)  -  bi(t)Ptr ^ ( f ) }  < cb [  PsT(Pt- sf)ds.
T̂ o Jo 

Then the proof is finished by noting that
P s T ( P t - J )  =

(2) Let /  be strictly positive and be constant outside a compact set. 
Let

Ф®(а,х) = {(Pt_,/)rW (logPt_e/)}(®), 0 < i < l,s € [0,t],x € M.
It is easy to see that (5.2.6) implies (cf. [Baudoin and Garofalo (2011)])

ЬфИ) +  =  2(Pt- ./) r^ ( lo g P t_ ./)»  0 < i  < 1.

So, for each 0 < i < l, there exists a local martingale M <s1'1 such that 
d c f > M ( s , X s ) = d M «  +  2{(Pt_s/ ) r ( i)(logPt_s/)} (X s)ds, s  e  [0,t].

The remainder of the proof is then completely similar to (1); that is, 
i

bi (s) { (P t-S/)T «  (log Pt_e/)}  (Xs)
2=0

+ сь Г  {{Pt-rf)TQogPt-r f ) } (X r)dr 
Jo

is a submartingale for s € [0, t], so that the desired inequality follows by 
noting that

Ps{(Pt_s/)r(logP t_s/)}  = — Ps{(Pt_s/)lo g P t_s/} □
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5.2.2 Applications o f Theorem 5.2.1

For any non-negative symmetric measurable functions p on M  x M, let 
W% be the L2-transportation-cost with cost function p; i.e. for any two 
probability measures p i ,p 2 on M,

Wg(pi,p2) := inf n(p2)1/2,

where n(p) stands for the integral of p w.r.t. n, and C(pi,p2) is the set of 
all couplings of pi and p2.

5.2.2.1 L2-derivative estimate and applications

Proposition 5.2.3. Assume (A5.2.1). Let t > 0 and {bi}o<i<i C 
C'1([0,t]) be strictly positive in (0,t) such that (5.2.5) holds. If bi(t) = 
0,0 < i < l and сь < oo, then:

(1) For any f  e Bb(M),

i
2 ]T > (0 )r» (P t/ )  < cb{Ptf 2 -  (Ptf )2}- (5.2.12)

t= 0

(2) For any non-negative f  £ Вь{М), the Harnack type inequality

Ptf{x) < Ptf(y) + ^ r p b(x ,y ) \ /P t f2{x), x ,y  £ M  (5.2.13)

holds for рь being the intrinsic distance induced ЪуТь := J2i=о Ь*(0)Г^.
(3) If Pt has an invariant probability measure p, then for any f  > 0 with 

p{f) = 1, the variance-cost inequality

VarM(p ;/ )  < & W Z 4 f p , p ) y / p ( ( P t m  (5.2.14)

holds, where Pf is the adjoint operator of Pt in L2(p), and

Var»{Pff )  := M((Pt7 ) 2) -  М Л*/)2 = h((Pt*f)2) ~ I-

Proof. By an approximation argument, it suffices to prove for /  6 C. The 
first assertion is a direct consequence of Theorem 5.2.1(1), while according 
to Proposition 1.5.3, (5.2.12) implies (5.2.13). Finally, (5.2.14) follows from
(5.2.13) according to the following Lemma 5.2.4.

□
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Lemma 5.2.4. Let P  be a Markov operator on Bb(E) for a measurable 
space (E. B). Let p be an invariant probability measure of P. If

P f(x) < Pf(y)  + С р ( х ,у ) ^ Р ] Щ , f  £ B+(E) (5.2.15)
holds for some constant C > 0 and non-negative symmetric function p on 
E  x E, then

V a r < CW2p(fp,p)y/p((P*f)Z), f  > 0,p (f)  =  I-

Proof. Let /  > 0 with p(f)  = 1. For any 7r £ C(fp,p), (5.2.15) implies

M((P*/)2) = p(fP P *f)  = [  P(P*f)(xM dx, dy)
J E x E

< [  P(P*f)(y)n(dx,dy) + C [  p(x, y)y/P(P*f)2(x) 7r(dx, dy)
J E x E  J E x E

< p(pp*f) + c V A p 2M fP (P * f)2) = i +  Cy/ir{p2)p((p*f)3).
This completes the proof. □

5.2.2.2 Entropy-derivative estimate and applications

Proposition 5.2.5. Assume (A5.2.1) and (5.2.6). Let t > 0 and
{6j}o<i<( C C\[0,t}) be strictly positive in (0, t) such that (5.2.5) holds. 
If bi(t) =  0, 0 < i < / and сь < oo, then:

(1) For any strictly positive f  £ Bb(M),
i

J2b i(0 )T^(P tf)  < Cb(Ptf){Pt(f log f )  -  (Ptf )  logPt/}. (5.2.16)
i=0

(2) For any non-negative f  € Bb(M) and a > 1, the Hamack type inequal­
ity

( P t f T ( x )  < p t f a { y )  exP
асьрь(х,у)2 

4(q -  1) x,y  € M (5.2.17)

holds for рь being the intrinsic distance induced byTb := Xa=o Ь»(0)Г^. 
Consequently, the log-Harnack inequality

Pt log f(x) < log Ptf ( y ) +  CbPb̂ y\ .  (5.2.18)

holds for strictly positive f  £ Bb(M).
(3) If Pt has an invariant probability measure p, then for any /  > 0 with 

p(f) = 1, the entropy-cost inequality

P{(p t f )  log p t f )  < j W ? { f p , p ) 2. (5.2.19)
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Proof. By an approximation argument, it suffices to prove for /  e C. 
The first assertion is a direct consequence of Theorem 5.2.1(2), (5.2.17) 
follows from (1) in the spirit of Proposition 1.5.2 (see also Lemma 3.4 in 
[Wang (2012c)]), (5.2.18) follows from (5.2.17) according to Corollary 1.4.3, 
and finally, (5.2.19) follows from (5.2.18) and Proposition 1.4.4. □

5.2.2.3 Exponential decay and Poincare inequality

Proposition 5.2.6. Assume (A5.2.1). For Ti > 0,1 < i < l, let

A(rb ... ,r /) min
о < i< l

K i i n , . ..  ,гг)

where tq := 1. Then
l i

$ > * Г (0(Я /)  < t > 0 , /  € СЦМ).
i= 0  i= 0

Consequently, if Pt is symmetric with respect to a probability measure ц 
and

A := sup \ ( n , . . . , r i )  > 0,
r i,...,r i> 0

then the Poincare inequality

M /2) < ^ м (Г (/))+ М /)2, /eC g (A f) (5.2.20)

holds.

Proof. By a standard spectral theory (cf. the proof of Corollary 2.4 
in [Baudoin and Bonnefont (2012)]), the Poincare inequality follows im­
mediately from the desired derivative inequality. To prove the derivative 
inequality, we take

bo(s) = e_2A(ri’- ’r,)s, bi(s) = ribo(s), 1 < i < l, s > 0.

Then

b'i + 2b0K i ( ^ - , . . . , ^ - )  = — 2riA (ri,...,rj)b0 + 2b0K i(n , . . . , r i )  > 0
'00 Oo /

for all 0 < i < l. Therefore, the desired gradient inequality follows from 
Theorem 5.2.1(1). □
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5.2.2.4 Derivative inequalities by (5.2.3)

Coming back to condition (5.2.3), Theorem 5.2.1 implies the following exact 
extensions of sharp gradient estimates in the elliptic setting (see Theorem
2.3.1 for constant K).

Proposition 5.2.7. Assume (5.2.3) for some constants p2 > 0, к > 0  and 
pi € R. Assume there exist a smooth compact function W  > 1 and a 
constant C > 0 such that LW  < CW and f(VP) < CW 2, where Г := 
T + Tz .

(1) For any t > 0 and f  e В ь ( М ) ,

p2(e2plt -  1 -  2pxt) z
Г  ( P t f )  + p1(e2pit _ Г z ( P t f )

where when pi < 0,

(e2pt l -  l)2 цт  (еГ — l)2 =  2.
e2pft - i - 2 p + t  r4.oer - l  - r

Consequently, if p\ > 0  and Pt is symmetric w.r.t. a probability mea­
sure p, then the Poincare inequality

p ( f )  <  - p ( T ( f ) )  +  p ( f ) 2 , f  €  C l ( M )  
Pi

(5.2.21)

holds.
(2) If (5.2.2) holds, then for any t > 0 and positive f  € В ь ( М ) ,  

p2{e2plt -  1 -  2pit) z
Pi(e2plt — 1) ' Г ^

K(e2pf t  _  1)2 2Pl(Pt/){P t ( /lo g /)  -  (Ptf)logPtf}
p2(e2pt t  -  1 -  2p ft) '  e2plt ~ 1

Proof. By an approximation argument, it suffices to prove for f  £ C. Let 
e2pi ( t - s )  _  i

Г { P t f )  +  

< ( f +

60(s) = 2pi
t

bi{s) =  2p2J^ 60(r)d
P2(e2pA ts )  - i - 2pi( t - 8))

2 pj
, s e [ o , i ] .
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Then it is easy to see that (b[ + 260P2)(i) =  0 and

{ b° + 2feo (pi -  } (s) -  -1  -  p^ e2Pi(t-s) _  i _ 2pi(t -  s))

K(e2P^ _ l)2
> -1

p2(e2pt t -  1 -  2р+t)

Since (5.2.3) implies (5.2.4) for l =  1 ,Г ^  =  r z , K 0(r) =  p\ — f  and 
K\(r) = p2, the desired derivative inequalities follow from (5.2.12) and 
(5.2.16). □

5.2.3 Examples

We present some concrete examples to illustrate results derived in this 
section. In the first example the Poincare and log-Sobolev inequalities are 
confirmed in the symmetric setting. The second example is the Kohn- 
Laplacian on the Heisenberg group for which condition (5.2.3) holds (see 
[Baudoin and Garofalo (2011)] for more examples satisfying this condition). 
In the last two examples (5.2.6) does not hold so that we are only able to 
derive results in Proposition 5.2.3. For simplicity, we make use of the 
notion f Xi xik dXil . . .d Xtkf  for a smooth function /  on and 1 < 
Й) • • •»ik ^  d,k ^  1.

Example 5.2.1. Let M = R x M, where M  is a complete connected Rie- 
mannian manifold. Let L be an elliptic differential operator on M  satisfying 
the curvature-dimension condition

f 2(/) > K f ( f )  + f  € (5.2.22)m
for some constant К  > 0 and m  € (1, oo), where Г is the square field of L 
and f 2 is the associated curvature operator, i.e. T2{f) =  \LY  ( / ) —f  (/, Lf). 
Consider

Lf(x,y) = f xx{ x ,y ) - r 0x f x{x,y) + x2Lf(x,-){y), f  e (x,y) e M

for some constant ro 6 K. where and in the sequel, we set

dk
fx i- xk = dX l . . . d x J '  k - 1’

Then

Г  (0){ f , 9 ) { x , y )  :=  T { f , g ) { x , y )  =  ( f x9 x){x,  y)  +  x 2T { f { x ,  - ) ,g{x,  -))(y).



294 Analysis for Diffusion Processes on Riemannian Manifolds

Let
Y{1\ f ,g) (x,y)  = г (f(x,-),g(x,-))(y), f ,g € C°°(M),(x,y) € M.

According to (5.2.22), there exists a positive smooth compact function W  
on M  such that LW,Y(W)  < 1. In fact, let p be the intrinsic distance 
to a fixed point induced by f , by (5.2.22) for К  > 0 and the comparison 
theorem, one has (see [Qian, Z. (1998)])

outside the fixed point and the cut-locus of this point. By Greene-Wu’s 
approximation theorem (see [Greene and Wu (1979)]), we may assume that 
p2 is smooth so that Lyjl  + p2 < c\ holds for some constant ci > 0. Noting 
that f  (p) =  1, we may take W  =  e\J  1 +  p2 for small enough constant e > 0.

Now, let W(x, y )  =  1 +  x2 +  W  (y), which is a smooth compact function 
on M. It is easy to see that

L W (x ,y )<  2(1+ ro)W(x,y), 
f(WZ)(a;,j/) =  4x 2 +  (1 +  x2) f  {W)(y) < 5W(x,y),  

where Г =  Г + .

Proposition 5.2.8. In Example 5.2.1 the generalized curvature condition 
(5.2.4) holds for Z = 1 and

Ki(r) = l, K0(r) = (r0 -  ^  A (^Kr -  r0 -  r > 0, 

and (5.2.6) holds. Consequently:

(1) Propositions 5.2.3 and 5.2.5 hold for 6o(0) = t, 5i(0) = t2 and
сь = 1 + 2 sup {(m — ror) V (ror + 4 — К г2)}. 

re(o,t)
(2) If К, го > 0  and L is symmetric w.r.t. a probability measure p on M, 

then Pt is symmetric w.r.t.

and the Poincare inequality (5.2.20) holds for
\ f го 4

{ ro + y/r2 + 20K m + lJ  
Moreover, the log-Sobolev inequality

M /2log /2) < ср(Г(/)), f  e C l{M ),p{f2) =  1 
holds for some constant c > 0.
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Proof, (i) The proof of (5.2.6) is trivial. Below we intend to prove (5.2.4) 
for the desired Ко and K\ \ that is,

r 2(/) + r lf> ( /)  > Г <!>(/) + { (го -  у )  А (Кт -  r0 -  *) }г(Я (5.2.24) 

holds for all /  G C°°(M). It is easy to see that at point (x. y), 
г 2(f) = f L  + (1 -  r0x2) T ^ ( f )  + 4хГ<1> (/,/* )

+ 2х2Г(1)(/х) + x4f 2(/(x, •))(») -  2x f xL f(x , ■)(y) + r0/ 2,

4 1)( / ) = х 2Г 2(/( х , - ) ) Ы  +  Г(1)(/х).

Combining these with (5.2.22) we obtain

r 2(/) + r 4 1}(/)
> Г « ( / )  - r 0x2T ^ ( f )  + {(2x2 + r)rW (/x) + 4 x rW (/,/,)}  + r 0/ 2

+ | (з;4 + ^ 2)(^ /(х '-)(г/).)2 _  2xfxL f(x ,  •)(?/) |  + (x4 + гх2)^Г (1>(/)

> Г « (Я  + (К (х2 + r ) - r о -  ^ - ± - ) а ; 2Г(1)(/) -  + »W2

> Г(1)(/) +  ( Kr -  r0 -  * )х 2Г(1)( / ) +  (r0 -  y ) f l

> rW (/) +  { ( r0 -  у )  Л (K r  -  r0 -  i )  }Г(/).

Therefore, (5.2.24) holds.
(ii) Whence (5.2.6) and (5.2.4) are confirmed for the desired Kq and 

Ki, due to (5.2.23) the assumption (A5.2.1) holds. Then (1) follows im­
mediately by taking

b0(s) = t - s ,  bi(s) = (f -  s)2, s £ [0, f].
It remains to prove the Poincare inequality and the log-Sobolev inequality 
for K, ro > 0 in the symmetric setting. By Proposition 5.2.6, the Poincare 
inequality holds for

A =  sup{K 0(r ) A S d } = s u p { i / \ ( r 0 - ^ ) A ( K r - r „ - i ) } .

Since  ̂ is decreasing in r > 0 with range (0, oo) while (Vo — — j  Л (K r -

ro -  ^  is increasing in r > 0 with range (-oo, ro), A is reached by a unique 
number r\ > 0 such that

1 ( 171 \ 4 \
[ro ----- ) > * -j 1 4 о 1 1

ri V r \) Ч Г\/
Then the value of A can be fixed by considering the following two situations:
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— so that n  =  ^AI andr 1 A To

Го — so that ri =Г1 1

A. If r0 -  ^  < X n  -  r0 -  A , we have A =  r0 -  
henee, A= ^ i -

B. If Kr± -  r0 -  A < r0 -  then A = # ri

- +V21 +20* and A = — % — ■2 K  r o + y /r $ + 2 0 K

To prove the validity of the log-Sobolev inequality, we observe that
2

Cfe < 1 + 2 j m  A + 4  ̂|  =: cq.

Moreover, by the Meyer diameter theorem (see [Bakry and Ledoux (1996a)] 
and references within), (5.2.22) with К  > 0 implies that the intrinsic dis­
tance induced by f  is bounded by a constant D > 0. Noting that

r b(f){x, У) := t f l ( x , у) + t2T(f(x, -))(y),

the associated distance satisfies

Рь((х ,у),(х ' ,у')) <
\x — X./12

+
Д 2
t2 ’

t > 0,(x ,y),(x ',y ') e M.

Thus, for any A > ^  ( > ^ ) ,  ^(елрь(°'02) < oo holds for о e M and 
large t > 0. Combining this with the Harnack inequality (5.2.17), we see 
that \\Рь\\ь2(ц)->ь4( )̂ < oo holds for some t > 0, so that according to 
[Gross (1976)], the defective log-Sobolev inequality holds. As explained 
in the proof of Proposition 5.1.9, in the subelliptic setting the defective 
log-Sobolev inequality holds if and only if so does the exact one. □

Exam ple 5.2.2. Consider the Kohn-Laplacian operator L =  X 2 + Y 2 in 
Example 5.0.2. We have [X, У] =  Z  := dz. Let Tz (f,g) = (Zf){Zg ). Then
(5.2.2) holds and

r 2(/)  =  (X2/ ) 2 + (Х У /)2 + (У Х /)2 +  (У2/ ) 2
+ (Х /){(У2Х -  ХУ2)/} + (У /){(Х 2У -  УХ2)/}

> \ { Z f ) 2 -  2(X f ) (Y Z f)  + 2(Уf ) (X Z f ) ,

Tf (/) =  (X Z f ) 2 + (Y Z f )2.

Therefore, (5.2.3) holds for p\ =  0, p2 = |  and к =  1. Therefore, all 
assertions in Propositions 5.2.3 and 5.2.5 hold.
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Example 5.2.3. Consider the Gruschin operator L f  = f xx +  x21 f yy on 
M  := R2, where l £ N. We have

Г(0)(/,5)(а:,у) '•= Г(/,д)(х,у) = (fxgx)(x,y) + x2l( fygy)(x,y) 
and L = X 2 + Y 2 for X  = £ , Y  = x 1̂ .  When l > 2, {Х,У,УХУ == 
1х1~1щ ,Х у Х  = 0} does not span the whole space for x  = 0. Let

Г{l)(f,g)(x,y) = x2{l~l\ f ygy){x,y), 1 < i < l.
2

It is easy to see that W(x,y) := 1 +x2 +  i+x2i is a smooth compact function 
such that

LW  < CW, f  (W) < C W 2 (5.2.25)

holds for some constant C > 0.

Proposition 5.2.9. In Example 5.2.3 there exist two constants a,/3 > 0 
depending only on l such that (5.2.4) holds for

Ko(ri,...,r,) -
i=i 1

K i ( r i , . . . , r t) = f in - 1, 1 < i < l,r0 = l , n  > 0.

Consequently, Proposition 5.2.3 holds for bi(0) =  cff21 1+г, where
2j9ci_iCq — 1) Ci 21 — 1 1 < i < l,

and

cb = sup {(21-1)г2(г- 1) + 2 а У ' ^ г 2((- ^ |  < C 0(l +  ti_1), t>  0 
re(o,t) *• ci ’

for some constant Co > 0.

Proof. According to Proposition 5.2.3 for bi(s) = Ci(t — s)2l~1+l, s € 
[0,t],0 < i < l ,  it suffices to verify (5.2.4) for the desired {-K)}o<i<;, which 
satisfy

6'(s) +  2 6 o № f ^ , . . . , ^ - ) ( s )  =  0, l < i < l , s e [ 0 , t \\0q Oq /

- { b'° +  2b° 4 l .........| ) } w

1 ci_1
= ( 2 1 -  1  )(t -  s)2(i_1) +  2 a ^  ^ - ( t  -  s)2(J_,), s € [0 ,i].

i=l Ci

and
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It is easy to see that at point (x, у) € К2 and for 1 < г < Z, 

г 2(f) = f L  + m  -  1 )x2« - » f i  + xMf 2y + 2x 2lf 2xy 
+ 4Zx2,-1/y/xy -  2Zx2Z_1 fxfyy,

Гf  (/)  = (/ -  i)(2l - 2 1 -  l)* 2̂ -*-1) ^  + 4(1 -  ^x^-^ -V y /xy  
+ х2('- ' ) / х2у + х 2(2,- ) / 2у.

So, for ro =  1 and г* > 0,1 < i < l,

Г2(/) +  ^ п Г » ( / )
г=1

>  f y  E  r <V ~  W 21 ~ 2 i ~  l ) ^ 2 ( i_ i_ 1 )  +  f y y  E  r i Z 2 ( 2 i - i )  -  2 l x 2l~ l f x f yy
г=0 г=0

+ /iy{2x2' + Е Г‘ж2((-1)} + /у/*у Е 4г‘(* _ г)*2'-2*-1
г= 1  г= 0

I
>  f y Е  ri-i(J +  1 -  i)(2Z -  2г +  1)х2(г-^г=1

_ Ч  f 2 _ 4 V  r?(l ~ i)2x4
r' x h  »-н-1*а(,-* -1>

- / 2•'з/

2 Ы  r i

1 E { 8r?“ l(z + 1 ~ i')2x2l'l+1~i)
i= 1

_1(Z + l - i ) ( 2 Z - 2 i+ l ) x 2(i" i)} / 2

1 '
> - E a + i - i ) ( 2 i - 2i + i )r(i)(/)

t=i
i i

г=1 *
holds for some constants а г > 0,1 < г < Z. where the last step is due to the 
fact that for constants Ai,Bi > 0,

(i ~
s>o ' '  ^ В Г 1 □

Aix 2(* ^  — BiX 2t < sup {A*sJ 1 -  BiS*} =
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Example 5.2.4. Consider L = X f  + X 2 + X 2 on K3, where X \ — 
Ш,х 2 = Х щ ,Х з = у£ -  We have

Г{0)(f,g)(x,y,z) := T(f,g )(x ,y ,z)
= (fx9x)(x, у , z) + x2{fygy)(x, y, z) +  y2{fzgz){x, y, z).

Let

Г{1)(f,g){x,y,z) = {fygy){x, y, z) + x2(fzgz)(x, y, z),

Г (2]{f,g)(x,y,z) = (f zgz)(x ,y ,z ).

It is easy to see that W(x,y,z) := 1 + x2 +y2 is a smooth compact function 
on R3 such that (5.2.25) holds for some constant C > 0.

Proposition 5.2.10. In Example 5.2.4 (5.2.4) holds for

— + — ), Ki{ri,r2) = 1 ----- K2(r1,r2) = ri,Г1 r2 /  r2

here r \ ,r2 > 0. Consequently, Proposition 5.2.3 holds for

t2 2t3
& o (0 ) =  t ,  6 i ( 0 )  =  — , 62 (0 )  - — ,

and сь - 77.

Proof. We first prove (5.2.4) for the desired Ki, 0 < i  < 2. It is easy to 
see that at point (x ,y ,z ),

г 2 ( / )  =  /x x  +  fy +  *2f l  +  2z2/ 2y +  2y2f 2z +  x * f 2yy +  2 x2y2f 2z +  y4f 2zz 

4- 4x f yf xy "h 4x yfzfyz 2xfxfyy 2x y f yfzzi

Г21}( / )  =  f t  +  f l y  +  * 2/ l  +  (У2 +  x4) f 2 +  X2f 2z +  x2y2f 2z
+  4 x f z f x z  -  2yfyf.У J  ZZ )

^ ) ( f )  =  f L  +  x 2f 2z +  y 2f 2zz
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Therefore,
T2(f) +  r1r ^ \ f )  +  r2T^( f )
> Г(1)(/) +  r iT{2)(f) +  {(2a;2 +  rx) f 2y + 4xfyfXy}

+ {(2y2 + r\x2 + r2) f2z + 4rxxfzfxz) + {(a;4 + rxx2)fyy -  2xfxfyy} 
+ {(2 x2y2 + rxy2 + rxx4 + r2x2) f2z + 4 x2yfzf yz)
+ {(У4 + rxx2y2 + r2y2) f2zz -  2x2yfyf zz -  2rxyfyf zz}

> r ^ ( f )  + rxT ^ ( f ) -  

4a:4y2

4x2
2x2 + rxf -J У

4 rxx2

2 x2y2 + rxy2 + ria;4 + r2x2 
24x2> r W ( f )  +  rxr W ( f ) ~ —  f 2r i M

Лг 2 т2 4rlX r2
Г2 2
„2

ГГ2 + ria;2 + 2y2 z 
f y l  +  X 2) 2

y2 + ria;2 + r2 
1

rx

x4 + ria;' -f2• J x

ГJy

- f 2J  X

4У2 r2 X‘ f2 ,2 _  n
n Iz rxIy r2 Jy r2- 
4 r i '\ lnf lb j\ , _ ry(2)/x\ / 5  , 2ri'> (!  -  ^ ) г « ( Л  + n r m ( / ) -  ( - +  ^ ) r ( / ) .

This implies (5.2.4) for the claimed Kx, 0 < i < 2. 
Next, take

b0{s) =  t - s ,  bx(s) = - ( t  -  s)2, b2(s)
21

( t - s ) 3, s£ [0 ,t].
Then

(£•£)}«
2(t -  s) 

7 + 2 ( i - e ) ( l - ® )  = 0 ,

{ b* +2W 4 ^  £)}<»>  =  -
6(t — s)2 2(f — s)2

21

{bo + U 0Ko ( ^ ,  }(s) = -1 -  2(t -  s) (
Therefore, the second assertion holds.

7
35

0,

t + t — sJ
77.

□

5.2.4 i n  extension of Theorem 5.2.1

If 7fo does not satisfy the Hormander condition, (5.2.4) may only hold for 
non-positively definite differential forms fyd and some (not all) r x, . . . ,  rx > 
0. For instance, when L = + Хщ, one has Г(/) = f 2 and Г2(/) =
f x x - f x f y  So, to verify (5.2.4), it is natural to take fy1̂ / ,# )  = ~ ^ ( fxgy + 
f ygx), which is however not positively definite. See Example 5.2.5 below 
for details.
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To investigate such operators, we make use of the following weaker 
version of assumption (A5.2.1). We call bilinear symmetric form Г : 
C3(M) x C3(M) —> C2(M) a C2 symmetric differential form, if

f  (fg, h) = fT(g, h) +  fff (/, h), f  (/, фод) = (ф'о g)t(f ,  g) 
holds for all f ,g ,h  £ C3(M), ф £ C1(K).

(A5.2.2) There exist some C2 symmetric differential forms {Г^ }i<i<*> 
a non-empty set fl c  (0, оо)г, a smooth compact function W > 1, and some 
functions {Ki}o<i<i C C(il) such that

(SI) r 2(/) + £ L i r 4l f  (/) > Z li= oK i(r i , . . . ,n )T V (f)  holds for all /  € 
C3(M) and ( r i , . ..  ,rj) € Г2, where Я°) — Г.

(B2) LW < C ff  and ^i=o — CW 2 hold for some constant C > 0.
(B3) There exist e > 0 and f  =  ( f i , . . .  ,й ) £ П such that

i i
f  (/) := Г(Я + X] ЯГ«(Я > £ E  lr(i)(/)l> /  e Cl(M)‘

г=1 г=0

Theorem  5.2.11. Assume (A5.2.2). For fixed t > 0, let (&i}o<i<i C 
C'1([0, t]) be strictly positive on (0,t) such that

(г) ( . . . ,  )(s) £ П holds for all s £ (0, t);
(n) bJ(Oe) +  2{°ftd^(fe,...,fe)}(e) =  0, s £ (0,t), 1 < г < I.

T/ien assertions in (1) and (2) о/ Theorem 5.2.1 hold.

Proof. By (131) and (jB3), f 2 > KT  and f  > £ Xa=o hold for some 
К  £ К and e > 0. Combining these with (B2) and repeating the proof of 
Lemma 5.2.2, we conclude that {Яг)(Р.Я}о<г<; are bounded on [0, t] x M. 
Therefore, due to (г) and (гг) the proof of Theorem 5.2.1 works also for 
the present case. Since { Г ^ } к к | might be not positively definite, the 
equality in (гг) cannot be replaced by >. □

To illustrate this result, we consider the following example which was 
also mentioned in the beginning of this section, where the resulting gradient 
and Harnack inequalities have the same time behaviors as the corresponding 
ones presented in Corollaries 3.2 and 4.2 in [Gong and Wang (2002)] by 
using coupling methods. In this example, it is easy to find correct choices 
of W, Г(l\ K i  and П such that assumption (A5.2.2) and condition (i) in 
Theorem 5.2.11 hold. The technical (also difficult) point is to construct 
functions {bi}li=о such that condition (ii) holds and E =o М0)Г(г) is an 
elliptic square field.
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Exam ple 5.2.5. Consider L = + х щ  on R2. We have

Г(0)(/,5 ) := T{f,g) =  fx9x.

Let

r(1)(/,9) = -\(fxgy + /,»,), г W(f,g)  = fy9y.
Then (A5.2.2) holds for W(x,y) — 1 + x2 + y2,H. — {(ri,r2) : r \ ,r2 > 
0 ,r\  < 4r2}, and

K o(r1, r2) = 0, K 1( n , r 2) = l, К2(г1,г2) = ̂ -

Moreover, (5.2.6) holds. Then

< («/){«(/ log/) -  {P,f)logP,f}. t > 0,
and hence,

(Ptf ) a((x,y))

< (Ptf a(x', y')) exp ____“______ (
.2(2 -  Vb)(a -  1) V t

x -  x ’\2 3|у -  у 02,
<3

(5.2.27)

holds for all a > l , f  > 0, (x, y), (x',y') e R2 and positive /  6

Proof. Obviously, (J52) holds for the given W  and (B3) holds for fj = 
r2 = 1 (hence ( f i ,f2) € 0) and e =  | .  Next, it is easy to see that (5.2.6) 
holds and

W )  =  f L - f x f y ,  ГP(f) =  \ f t - f xxfxy, r f ( / ) = / 2y.

Then, for r i , r 2 > 0 with r2 < 4r2, we have

Г2(/) +  г1Г<1)(/) +  г2Г<2)(/) > Г ^ / )  + ^ Г ® (/) .

Therefore, (В 1) holds.
To prove (5.2.26) and (5.2.27), we take l = 2 and

60(s) =  t - s ,  bi(s)  — { t -  s)2, b2(s)
( t ~ s ) 3

s  e  [o,t].з



Subelliptic Diffusion Processes 303

Then it is easy to see that (г) and (гг) in Theorem 5.2.11 hold. Noting that 
—b'0 = 1, Ко = 0 and bi(t) = 0 for 0 < г < 2, it follows from Theorem 5.2.11 
that

2

(Ft/){ P f( /lo g /)  -  ( P t f )  logPt/} > $ > (0 )Г W(pt/)
i= 0

= t { P t f ) l  -  t 2 ( P t f ) x ( P t f ) y  + j ( P t f ) 2y

Therefore, (5.2.26) holds.
Finally, letting p be the intrinsic distance induced by the square field

г(/) =  Ц ^ {« л « » )Й  + у/,2},
we have

p((x,y),(x',y'))2 2 ( \ x - x ' \ 2 3 \y -y ' \2\
2 — \/3 '  t / \ t e ( tA te)3 У

Then the desired Harnack inequality follows in the spirit of Proposition
1.5.1 (see also Lemma 3.4 in [Wang (2012c)]) since (5.2.26) is equivalent to

t/ T V V )  < 6{P t(f  log f ) - ( P t f )  log Pt f} + ^ [ ,  S>0.  n

5.3 Stochastic Hamiltonian system: Coupling method

This section is organized from [Guillin and Wang (2012)], where coupling by 
change of measure is used to derive Bismut formula and Harnack inequality 
for generalized stochastic Hamiltonian systems. Let a. £ C([0, oo); Rd(g)Rd) 
be such that crt is invertible for every t > 0, A 6 Rm <g> Rd with rank m, 
(Bt)t> о be a d-dimensional Brownian motion, and Z. £ C 1 (Rm x Rd;Rd). 
Consider the following degenerate stochastic differential equation on Rm x 
Rd:

d X y ^ A X ^ d t ,  
dx[2) =  atd B t +  z t{x [ l\ x [ 2))dt.

We shall use (Xt̂ (x ) , х У \х ) )  to denote the solution with initial data 
x = ( x ^ , ^ 2)) £ Rm+d := Rm x Rd. Let

Pt f ( x )  = Ef ( X y \ x ) , x i 2\ x ) ) ,  t  > 0 , x  £ Rm+d.



304 Analysis for Diffusion Processes on Riemannian Manifolds

We aim to establish the Harnack inequality and derivative formula for Pt. 
The generator of the solution to (5.3.1) is

-i d + m  o 2

t ,j= m + 1 J

d+m  л  777. ^

+  (Z*(a;) ) j ^ _ +  Xl(-Ax(2))i ^ : ’ s > 0,x =  (x(1),x (2)) 6 Mm+d.
j = m + 1 J z = l 1

In the case where m = d, at =  A =  /  and

Zt(x) =  - W ( x (1)) - c x (2),

this model is known as “stochastic damping Hamiltonian system” in prob­
ability see [Wu (2001); Bakry et al (2008)] (see also [Soize (1994)] for more 
general model of stochastic Hamiltonian system).

5.3.1 Derivative formulae

Since A has rank m, we have d >  m and for any E Rm, the set 

A - ' z ^  := {ZW £ Rd : Az™ = z(1)} ф 0.

For any z W € Rm, let

|A_1z ^ |  = inf{|i^2)| : z ^  E -A-1z ^ } .

Then it is clear that

||A-1 || := sup {|A-1z ^ |  : z ^  E Rm, |г ^ |  < 1} < oo.

We shall use | • | to denote the absolute value and the norm in Euclidean 
spaces, and use || • || to denote the operator norm of a matrix. For z E Rm+d, 
we use V2 to stand for the directional derivative along г.

Let us introduce now the assumption that we will use in the sequel:

(A5.3.1) There exists a constant C > 0 such that LSW  < CW  and

IZs(x) -  Zs{y)|2 < C\x -  y\2W(y), x , y £  Rm+d, \x -  y\ < 1

hold for some Lyapunov function W  and s E [0, t].

The main result in this section provides various different versions of 
derivative formula by making different choices of the pair functions (it, v).
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Theorem  5.3.1. Assume (A5.3.1). Then the process ( x j X ^ ) t > o  is 
non-explosive for any initial point in Rm+d. Moreover, let t > 0 and u, v £ 
C2([0, f]) be such that

u(t) = г»'(0) = 1, u(0) = u(0) = u'(0) = u'(t) = v'(t) = v(t) = 0. (5.3.2)

Then for any z =  ( z ^ z ^ 2)) £ KTO x Rd and z ^  £ A~1z(>1\

V zPtf  = E<f/(Xt(1),X t(2)) [  -v"(s)zW
 ̂ Jo (5 .3 .3)

+ (Ve(2,^ ),s)^ ) ( ^ 1), ^ 2))}! dSs) |

holds for f  £ f i ; , ( E m + d ),  where

Q(z,z^2\ s )  — ({1 -  i t ( s ) } z ^  +  v{s )Az(-2\  v'(s)z^  — u'(s)z^ ) .

Proof. The non-explosion follows since LSW < CW  implies

EVfr(Xf1̂ (a;),X^(x)) < W(x)eCs, s £ [0, t], x £ Rm+d. (5.3.4)

To prove (5.3.3), we make use of the coupling by change of measure. Since 
the process is now degenerate, the construction of coupling is highly tech­
nical: we have to force the coupling to be successful before a fixed time by 
using a lower dimensional noise.

Let f > 0,x = ( x ^ \ x ^ ) , z  = ( z ^ z ^ )  £ Rm+d and z ^  £ A~lz ^  be 
fixed. Simply denote ( X ^ ,  x i 2̂ ) =  (x i^ (x ) ,x i 2̂ (x)). Let

£o =  s e l M  1 V | 0 ( z , z ( 2) , s ) |  >  ° ’

so that eo|0(z, z(2\  s)| < 1 for s £ [0, t]. For any e £ (0,£o), let 
(Xs1,e\ X s 2,£̂ ) solve the equation

d x i1,e) = AXi2,e)ds,
< d x i2,£) = osdBs + Zs( X ^ , X ^ 2))ds (5.3.5)

+ e{v"(s)zW — u"(s)z^}ds

with Xq1’̂  =  x ^  + e z ^  and X q2'^ =  + ez^2\  By (5.3.2) and noting
that A z ^  = z ^ \  we have

' x i 2’£) =  X i2) + ev'{s)zW -  eu\s)zW,
< Х р ’е̂  = x^1) + e z ^  + A f* Xr2’£̂ d r

= x i 1̂ + e{l — u(s)}z^) -)- ev(s)Az(2\
(5 .3 .6 )
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,* t(2’e))> (5.3.7)

i (2),s), se [0 ,t] . (5.3.8)

Re(s) =  exp (5.3.9)

Due to (5.3.2), this in particular implies
(Xt(1),X t(2)) =  (X(1,£) v (2’eh

and also that
(Xi1’£),X i2'e)) =  (Xi1),X i2)) + d

On the other hand, let
Ш  = г а(ХЫ,хЮ)  -  Zs{X?'£\ x M )  + ev"{s)zW-eu"{s)zW

and

~ L  ^ 1^ ^ ,d B r'> ~ \ J 0 l°v 1&(r)l2dr
for s € [0,4]. We have

d * j2’£> = osdB£s + ^ ( X j ^ . X j ^ d s  
for

B£s := Bs + j  o’“ 1̂ e(r)dr, s € [0,4], 
do

which is d-dimensional Brownian motion under the probability measure 
Q£ := RE(t)P according to Lemma 5.3.2 below and the Girsanov theorem. 
Thus, due to (5.3.7) we have

Ptf ( x  + ez) = E QJ ( X ^ \ X ^ £)) ^ E [R e( t ) f ( X ^ , x i 2))}.

Since Ptf (x)  = E f(X ^l\ x ^ 2'>), we arrive at
Ptf (x  + ez) -  Ptf (x)  =  E[(Re(t) -  1 )/(X t(1), W<2))].

The proof is then completed by Lemma 5.3.3. □

Lemma 5.3.2. //(A 5.3 .1) holds, then
sup E(i?£r(s)logi?e(s)) < oo. 

s6[0,t],e€(0,eo)
Consequently, for each e 6 (0,£o), (i?.£(s))s6[cu] is a uniformly integrable 
martingale.

Proof. Let

r„ =  inf{f >  0 : |X t(1)(z)| +  \x[2\x)\ >n} ,  n >  1.

Then rn f  oo as n |  oo. By the Girsanov theorem, (Re(s A rn))s6[0jt] is 
a martingale and {Bes : 0 < s < t A rn} is a Brownian motion under the 
probability measure Q£i„ := Re(t A rn)P. Noting that

/•sAt„  i  м Л г „

logi?e(sArn) =  - J  (a“ 1e£( r ) ,d B ^ ) + - ^  Icr-^eW ^dr, s G  [0,4],
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where the stochastic integral is a Qejn-mart ingale, we have

E [Re(s Л тп) log Re(s A r„)] = EQe n[log Де(в A rn)]
1 f tATn , 0 (5.3.10)

< 2EQe,n Jo Wr Ce(r)|dr, s e [0,t].

Noting that by (A5.3.1) and (5.3.8)

k r 16 ( r ) |2 < ce2W ( X ^ \ X ^ %  r e [0, t] (5.3.11)

holds for some constant c > 0, and moreover under the probability measure 
Qe,„ the process (Xs1,e\  Xs2’̂ ) s<tAT„ is generated by Ls, LSW < CW  
implies

/■sA t„  rs
Eqe n /  W { x l l 'e\ x l 2'£))dr<  Е0еЖ (Х ^’е), ^ 2’£))Ьг

Jo Jo t (5.3.12)
< [  eCrdr.

Jo
Combining this with (5.3.10) we obtain

E[i?e(s A t„) logf?e(s Л тп)\ < c, s 6 [0,t],e € (0,eo),n > 1 (5.3.13)

for some constant c > 0. Since for each n the process (R£(s A Tn))se[o,(] is a 
martingale, letting n —> oo in the above inequality we complete the proof.

□

Lemma 5.3.3. If (A5.3.1) holds then the family { is uni­
formly integrable w.r.t. P. Consequently,

lim Re{t) ~ 1 = f  ( a - 1 {u"{s)zW -  v»(s)zM
£-»° « JQ \  (5.3Л4)

+ (Ve(z,^ , ,s)^ ) (X (1),A i2))} ,d  Bs)

holds in LX(P).

Proof. Let тп be in the proof of Lemma 5.3.2 and let

Ne(s) = o : l { Ve(z,z(*),s) W i M),X ™ )  + u"{s)zW -  v' \ s ) z W }

for s € [0, t], e € (0,£o). By (A5.3.1) and (5.3.11), there exists a constant 
c > 0 such that

| ( A £ ( s ) , ct7 1^ ( s ) ) |  <  £ | A e ( s ) | 2 + £ ~ V 7 1& ( s ) | 2

< ceW {X ?*\X < M )
(5 .3 .1 5 )
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holds for e € (0, eo) and s G [0. t]. Since VZ is locally bounded, it follows 
from (5.3.8) and (5.3.9) that

_d
de UtAT„ rt/\Tn

(Ne{s),dBs)+ J (Ne(s),(jJ1̂ £(s))di 

holds for e G (0, eo) and n > 1. Combining this with (5.3.15) we obtain

I P  ( t  A r  ) — 1 1 1 Ге ftA T n
^ ^ ----- i < -  /  Rr(tATn)dr /  (Nr(s), dBs)

6 £  Jo Jo
re о rtA r„

+ c Rr{t/\Tn)dr
Jo Jo

for e G (0,£o)j n >  1. Noting that under Qr the process (Л^1,г\  j d 2’r )̂se[0it] 
is generated by Ls, by (5.3.4) we have

E f  ° Rr{t)dr [  W(Xi1-r),X i2'r))ds 
Jo Jo

= Г  dr f E ^ W i X ^ ^ ^ d s
Jo Jo

is finite. Thus, for the first assertion it remains to show that the family

% , « : = - /  Rr(t Л Tn)|Sfin|(r)dr, £ G (0, e0),n  > 1 
£ Jo

is uniformly integrable, where
rtAT„

St, „ ( r ) : = /  (Nr(s),dBs).
Jo

Since r log1/2(e + r) is increasing and convex in r > 0, by the Jensen 
inequality,

log1/2(e + 7?£,n)}
< ~ J  E |/? r (tA rn)|Etin|(r)log1/2 (e + Rr(t Л T„)|Et)„|(r)) jd r

< -  f e |  Rr(t Л rn)|Hti„ |(r)2 
e Jo L

+ Rr{t Л тп) log (e + Rr(t Л rn)|Et,n|(r)) jd r
1

< ~ J  e | c +  2RT(t Л rn)|Et n̂ |(r)2 + Rr(t Л r„) log Rr(t Л r„) jd r



Subelliptic Diffusion Processes 309

holds for some constant c > 0. Combining this with (5.3.13) and noting 
that (5.3.15) and (5.3.12) imply

E{i?,.(t Л r ra)|=tjn|(r)2} = EQr „
елт„

(7Vr (S), dBB)

= E, 2ds
pZ/\Tn

/  1 В Д |2
Jo

r t A r n

< cE Q / W i X ^ l X ^ d s K c 1, n >  l , r £  (0, £o)
JO

for some constants c, c' >  0, we conclude that {Ve,n}e£(o,e0),n>i is uniformly 
integrable. Thus, the proof of the first assertion is finished.

Next, by (A5.3.1) and (5.3.8) we have

Шlim£—»0 + (V0(z,|(2)iS)Zs)(Xi1),X & )  + u"(a)*<2> -  v"(s)z ( 2 ) =  0 .

Moreover, for each n >  1 this sequence is bounded on {тп > t}. Thus,
(5.3.14) holds a.s. on {rn > t}. Since r„ f  oo, we conclude that (5.3.14) 
holds a.s. Therefore, it also holds on Ll (P) since { Де(*)~1 }g€(0,£o) is uni­
formly integrable according to the first assertion. □

To conclude this subsection, we present an example of kinetic Fokker- 
Planck equation.

Example 5.3.1 (Kinetic Fokker-Planck equation) Let m = d and con­
sider

j dXt(1) = X (2)dt,
\d X t(2) =  dBt -  VK(Xt(1))dt -  X[2)dt

for some C2-function V > 0 with compact level sets. Let W ( x ^ ,  x ^ )  = 
exp[2P(x^^) + |a;(2)|2]. We easily get that LW  = dW. Thus, it is easy to 
see that (A5.3.1) holds for e.g. V ( x ^ )  = (1 + |ж^)|2)г or even Ifya^1)) = 
e(i+|x(1)|2)! £or some constant l > 0. Therefore, by Theorem 5.3.1 the 
derivative formula (5.3.3) holds for (u, v) satisfying (5.3.2).

5.3.2 Gradient estimates

In this section we aim to derive gradient estimates from the derivative 
formula (5.3.3). For simplicity, we only consider the time-homogenous case 
that <rt and Zt are independent of t. In general, we have the following 
result.
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Proposition 5.3.4. Assume (A5.3.1) and let (u,v) satisfy (5.3.2). Then 
for any f  G Bb{Rm+d),t > 0 a ndz=  G Mm+d, G A ^ z ^ ,

|V2Pt/ | 2 < Ца-412(Pt/ 2)E Г  K (s )z (2) -  v"{s)zW
Jo

+ V e{z,w ,s )Z (X i1\ x W ) \ 2ds.

If f  > 0 then for any S > 0,

(5.3.17)

(5.3.18)
SP f

|V2Pt/ |  < 6{Pt( f  log f )  -  (Pt f )  log Ptf }  + - У -  

x  l o g E e ^ ^  f° l « " ( * ) 2 <2)- « " ( » ) * (2)+ v e ( , . i ( * ) , „ z ^ 1)> ^ 2)) l2ds.

Proof. Let

Mt =  f  {a - l { u ' \ s ) z ^  - v " { s ) z ^  +SJe(zrzW^ Z { X ^ \ X ^ ) } ,  dBs).
Jo

By (5.3.3) and the Schwarz inequality we obtain

|V2Pt/ | 2 < (Pt/ 2)EM2 < ||o'_1||2(P t/2)E [  \u''{s)z^  -  v"{s)zW
Jo

+ X e{z,im>s)Z (X i1\ x W ) \ 2ds.

That is, (5.3.17) holds. Similarly, (5.3.18) follows from (5.3.3) and the 
Young inequality (cf. Lemma 2.4 in [Arnaudon et al (2009)]):

г Mt

since

V2Pt/ |  < <5{Pt ( /lo g /)  -  (Ptf)logPtf} + 6 (P tf)logEexp

6Eexp Г Mt < I Eexp
L <5 J -  V

< ( E exp

2 (M ) rxl/2
52

2||cr—1112 P
§2

f  | u "(s )z^  — v"(s);
Jo

(2)

+ v e(2,2(2,,s)^ ( ^ 1), x i 2))|2dS
-14 1/2

□

To derive explicit estimates, we will take the following explicit choice of 
the pair (u, v):

. s2(3 f-2 s) . . s{t -  s)2 , ,u(s) -------- 3̂----- , v(s) = ---- ^ ---- , s G [0, t],t2
(5 .3 .1 9 )
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which satisfies (5.3.2). In this case we have

u'(a) =  6s(tf;  s ) , u"(s) = 6 ( t~ 2s), v'(s) = ^ ~  s)(* ~  3s)t3 t2
. 2(3s — 2t) . . (t — s)2(f + 2s)

v»  = ~i—ja---- - , ! - « ( « )  =  ------Ys------- ", sG[0,t].

In this case, Proposition 5.3.4 holds for

0(z, 2

'(ф < 2>= A(z,
6 (t — ^s) z(2) , 2(2t —3s) (2)

t3 +  t2 * ч

-  s)2(t +  2s) _m 
t3 +

s { t~ s)2AzW

(t -  s)(t -  3s) (2) 6s(t ~ s) t(2)\
t2 Z t3 Z )■

Below we consider the following three cases respectively:

(5.3.20)

(5.3.21)

(i) |VZ| is bounded;
(ii) |VZ| has polynomial growth and (Z(x), x ^ )  < C( 1 + |x|2) holds for 

some constant C > 0 and all x — (xW,x(2));
(iii) A more general case including the kinetic Fokker-Planck equation.

5.3.2.1 |VZ| is bounded

In this case (A5.3.1) holds for e.g. W[x) — 1 +  |x|2, so that Proposition 
5.3.4 holds for u"(s)z<-2') — v " (s )z^  and 0(z, z ^ ,  s) given in (5.3.21). Prom 
this specific choice of @(z,z^2\ s )  we see that V ^ Z  and V ^ Z  will lead 
to different time behaviors of V zPtf ,  where V(1) and V(2) are the gradient 
operators w.r.t. x 1-1  ̂ G Km and G respectively. So, we adopt the 
condition

|V(1)Z(x)| < K x, |V(2>Z(x)| < K2, x G Rm+d (5.3.22)

for some constants K \,K 2 > 0. Moreover, for t > 0 and r i , r 2 > 0, let

^ t(ri ,r2) = b jri [ Ц А - 1]

r2

t2
(A

t

+ K  i + 3K2\\A-ll

+
4А^1|Л||

27

21 

K 2

and

®t(ri,r2)=  inf Ф*(г1,г2). 
se(o,t]

(5 .3 .2 3 )
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In the following result the inequality (5.3.24) corresponds to the pointwise 
estimate of the H 1 —i L2 regularization investigated in Theorem A.8 in 
[Villani (2009b)], while (5.3.26) corresponds to the pointwise estimate of 
the regularization “Fisher information to entropy” see Theorem A.18 in 
[Villani (2009b)].

Corollary 5.3.5. Let (5.3.22) hold for some constants K\, K 2 > 0. Then 
for any t > 0,z = € Mm+d,

|V2Pt/ | 2 < (Ptf2)*t{\zw I, k (2)|), /  e Bb(Rm+d). (5.3.24)

If f  > 0, then

|V ,P t/| < 6{Pt ( f  logf) -  (Ptf)log(Ptf) }  + Y ^ ( \ z W \, \z ^ \)  (5.3.25)

|V2Pt/ | 2 < ^ t( \ z ^ \ , \ z ^ \ ) { P t ( f lo g f)  -  (Pt/)log(Pt/)} P f/. (5.3.26) 

Proof. Let z ^  be such that ] =  |.A-1zB)| < ||A_1|| • |;гВ)|, and take

Since (5.3.22) implies |V2Z| < /f i |z (1)| +  lf 2|z(2)|, it follows that

holds for all 6 > 0, and consequently

By (5.3.17),

|V2Pt/(x ) |2 < ||<x-1||2(Pt/ 2)(*)E [  M 2ds.
Jo

(5.3.28)

Then

(5.3.29)

C o m b in in g  t h is  w ith  (5 .3 .2 8 )  w e  o b ta in

|V2Pt/ | 2 < (P t/ 2)'M |z(1>|,|z(2)|).
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Therefore, for any s G (0, t\ by the semigroup property and the Jensen 
inequality one has

|V ,Pf/ | 2 = |V2Ps(Pt- s/ ) |2 < * s(\z^\,\zW \)Ps(Pt_sf ) 2

<Ф .(|* (1)1 U(2) I )P t f .
This proves (5.3.24) according to (5.3.23).

To prove (5.3.25) we let /  > 0 be bounded. By (5.3.18),

|V2P(/ |  < <5{Pt( /lo g /)  -  (Pt/)log(Pt/)}
'2||o—H'2H----—  log lb exp

Combining this with (5.3.29) we obtain
S2 /  I Vs Jo

Ms
(5.3.30)

|V2Pt/ |  < 5{Pt( /lo g /)  -  (Pt/)lo g (P t/ ) }  + ^ ФД|г(1)|1|2(2)|).

As observed above, by the semigroup property and the Jensen inequality, 
this implies (5.3.25).

Finally, minimizing the right hand side of (5.3.25) in S > 0, we obtain

|V*Pt/| < 2 ^ t(\zW\,\zW\){Pt( f l o g f ) - ( P tf)logPtf}P tf .
This is equivalent to (5.3.26). □

5.3.2.2 |VZ| has polynomial growth

Assume there  exists l > 0 such th a t

(A5.3.2) There exists a constant C > 0 such that for any x =  
( x ^ x ^ )  € Rm+d,

(i) (Z {x) ,xW )< C { |x|2 + l);
(ii) |VZ|(x) := sup{|V2Z|(x) : \z\ < 1} < C{ 1 + |х|2)г.

It is easy to see that (A 5 .3 .2 ) implies (A 5 .3 .1 ) for W(x) = (l + |x|2)2i, 
so that Proposition 5.3.4 holds for u"(s)z^2'> — v"(s)z(2) and 0(г, z(2\ s )  
given in (5.3.21).

C o ro lla ry  5.3.6. Let (A 5 .3 .2 ) hold.

(1) There exists a constant c > 0 such that

|V P 4/ | 2 ( x )  <  ^ ^ 3  p t f \ x ) ,  /  G Bb(Rm+d), t  >  0 , X €  R m + d .
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(2) If l < A, then there exists a constant c > 0 such that
|VPt/|(x ) < 6{Pt( f  log f )  -  (Ptf)\og(Ptf)}(x)

cPtf(x) d_|4i , fxn  л t\2\ - 8l /(l-2l)+ {|x|4i + (£(lA t)2)- }6(t Л1)4
holds for all 6 >  0 and positive f  G Bb(Rm+d) and x G Rm+d.

(3) I f l = \ ,  then there exist two constants c,c' > 0 such that for any t > 0 
and S > t~2eĉ l+t\

c*6C p̂. fix')
|VPt/|(x) <6{Pt( f  l o g f ) - ( P tf)\ogPtf} ( x )+ t*6 (i + N 2)

holds for all positive f  G Bb(Rrn+d) and x  G Mm + d .

Proof. As observed in the proof of Corollary 5.3.5, we only have to prove 
the results for t G (0,1].

(1) It is easy to see that rjs in the proof of Corollary 5.3.5 satisfies
|< T -4 |2 < C!(t2 + t - 4)|z|2(l + |X ix)(x)|2 + |Xi2>(x)|2)2i (5.3.31)

for some constant ci > 0. Thus, the first assertion follows from (5.3.28) 
and (5.3.4).

(2) Let (A5.3.2) hold for some l G (0,1/2). Then
L(1 +  |x |2)2' <  c2( l  +  |x |2)2'

holds for some constant c2 > 0. Let (ACi1),ACi2)) =  (X i^(x),Х^2)(х)). By 
Ito’s formula, we have

d (l  +  |Xs(1)|2 +  |X s(2)|2)2i 

< 4f(l +  |XW |2 +  |Xi2>|2)2i- 1(X(2\a d B s>
+ c2(l + |A i1)|2 + |X(2)|2)2ids.

Thus,
d{e_(i+C2)s(1 + |X i1}|2 + |X(2)|2)2'}
< 4fe-(1+C2)s(l + lAi1̂ 2 + |Xs(2)|2)2i- 1(X(2),<7dBs>

-  e_(1+C2)s(l + IX ^I2 +  |A'^2)|2)2,ds.
Therefore, for any A > 0,

e - A ( l + | x | 2)2,E e A / 0t e - ( 1+ c2>s ( l + | X ( 1) |2+ |X < 2) |2)2id5

< Ee4A(;0*e-<1+‘:2)»(l+|x(1)|2+|A:<2)|2)2l- 1<Xi2),CTdBs>

<  | E e 32A2i2 ||<T||2 ; 0‘ e - 2(1+ ^ » ( l  +  |X ( 1) |2+ |X < 2>|2)2<2i- 1) |X ( 2) |2d 5 j 1 /2  ( 5 ' 3 ' 3 2 )

< |]Ee32A2j2ll<,|l3/oe“(1+c:!)’(1+lx -1)l2+lx »a)l2)4‘_1ds| 1/2.
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On the other hand, since l < \  implies 41 — 1 <21, there exists a constant 
C3 > 0 such that

32A212|H |V '- 1 <  Ar2i +  сзА1̂ 1- 2'), r >  0.
Combining this with (5.3.32) we arrive at

Eexp | a J  e ^ 1+ĉ s(l + \ X ^ \ 2 + |Xj2>|2)2ids 

< exp [a(1 + |x|2)2i + l A 1̂ - 2')'

x ^Eexp L  j f V ( 1+C2>s(l + IX ^I2 +  |Xi2)|2)2/ds

As the argument works also for t Л r„ in place of t, we may assume that 
the left-hand side of the above inequality is finite, so that

/■t
Eexp

1/2

< exp

A /  e“ 1̂+C2̂ ( l  + |X p)|2 + |x j2)|2)2ids
Jo

[2A(1 + |x|2)2' + c3A1/(1- 2')

Letting

A t(S) 2ci(t2 + t  4) (i+c,p 
S 2

and combining the above inequality with (5.3.30) and (5.3.31), we arrive at 

( |V Pt/| — 6{Pt ( f  log f )  -  (Ptf)logPtf} ) (x )

<  S P * f ( X ) l o g E e At (6 )/ 0t e x p [ - ( l + c 2) 3 l ( l + lX i 1h 2-HX:<:!)|2) 2idS

(5.3.33)
< 6 P t m { x t ( S ) ( l  + |*|2)2' + |A t(<J)1/(1"2i)}

{\x \41 +  54a-l)/(l-2i)t -8i/(l-20|Pt/(z)ec(1+t)
St4

for some constant c > 0. This proves the desired estimate for t E (0,1], and 
hence for all t > 0 as observed in the proof of Corollary 5.3.5.

(3) Let (A5.3.2) hold for 1 =  | ,  so that (5.3.32) reduces to
Еел /о e_(1+°2)e(i+l-X̂ 15 |2+|x<2) |2)ds

< eMH-M2) |]Ee8A2ll0'll2 Jo e_(1+C2)<,(1+|x<1)|2+|x<2,|2)d s |1/2 

Taking A =  (8||cr||)~2, we obtain

E e x p
e l k

~  /,te-(l+c2)*(l+ |X (1)|2+ |X (2)|2)d6 
а \\ Jo

<  e x p
U l k i r

r ( i + N 2)
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Obviously, there exists a constant c > 0 such that if 6 > t 2ec(1+t) then 
Лt (S) < (8||cr||)~2 so that

(|V Pt/ |  -  S{Pt ( f  log f )  -  (Ptf) logPt/})(*)

1 Л - ( 1+ с ).(1 +  |Х(1)|а
I . 8 I H I 2  Jo

< SPl f- ^  log (Eexp

+ |X<2)|2)2'ds
8|k||2At(5)

< т * П М {  1 +  N 2) < ^ ^ ( 1  +  N 2)
holds for some constant c' > 0. □

5.3.2.3 Л general case

Corollary 5.3.7. Assume (A5.3.1). Then there exists a constant c > 0 
such that

IV P /I2 < ~ ) p tf 2, /  e Pb(Km+d). (5.3.34)

If moreover there exist constants \ , K  > 0 and a C2-function W > 1 such 
that

LWAW < K -  (5.3.35)
Ж

t/ien there exist constants c,6о > 0 such that
|VPt/ |  < S{Pt{ f log f )  -  {Ptf )  log Ptf }

cr  1 logW  ̂ I (5.3.36)
+  j l ( t A l ) 3 +  (t Л l)2 / Pt/ 

holds for f  G (Rm+d) and S > Soft.

Proof. Again, it suffices to prove for t G (0,1]. By (5.3.21) and taking 
jd2) g such that |z^2̂ | =  ||A_1|| • |z^x̂ |, there exists a constant c > 0
such that

|A(z, z(2), s)| < £ |z |,  |0 (z ,z (2),s)| < ^|z|.
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holds for some constant c > 0. Since W > 1 and EW ^xj1̂ ,x j2̂ ) < eCsW , 
this and (5.3.17) yield that

| V P t / | 2

< ci(P ,f2) l  Г |Л (г .г <2,,» )№  + Е / ' |e ( 2,2<2>,s)|! H'(X<1>, X<2>)ds|

< - < h + T ° h f 2
holds for some constants C\ , сг > 0.

Next, it is easy to see that the process

Ms := W ^ X ^ e x p  [ -  Г  ^ ( X ^ , X ^ ) d r
Jo W

is a local martingale, and thus a supermartingale due to the Fatou lemma. 
Combining this with (5 .3 .35) and noting that W  > 1, we obtain

Е е л /о w (x ^ \ x ^ ) ds <  eKtEMt  <  eK tW  (5 .3.38)

Then the second assertion follows from (5.3.18) and (5.3.37) since for any 
constant a. > 0 and St > y/a/X,

Eexp ^ ^ V ( X ( 1),X(2))ds 

< ^Eexp ^X W ( X ^ \  X ^ ) d s
a/(A<52t 2)

□

5.3.3 Hamack inequality and applications

The aim of this subsection is to establish the log-Harnack inequality and the 
Harnack inequality for Pt associated to (5.3.1). We first consider the general 
case with assumption (A5.3.1) then move to the more specific setting with 
assumption (A5.3.2). Again, we only consider the time-homogenous case.

5.3.3.1 Hamack inequality under (A5.3.1)

We first introduce a result parallel to Proposition 1.5.2.

Proposition 5.3.8. Let IH be a Hilbert space and P a Markov operator on 
Bb(W). Let 2 € H such that for some Sz £ (0,1) and measurable function 
q2 : [52, oo) x i - j  (0 ,oo),

|V 2P  / |  <  S { P ( f  l o g / )  — ( P  f )  l o g P f  }  +  7 2 (<5, - ) P / ,  5 > * 2 (5 .3 .3 9 )
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holds for all positive f  £ Bb(H). Then for any a  > jzg~, and positive
f  € Bb(И),

(P f)a( x ) < P f a(x + z)ex  p j f i +  ( a  —  l ) s ^ z V 1  +  ( q  —  l ) s

a — 1
ш

( 7 --- —TV 5 x + S'2) dsV I  +  ( a  — l ) s  /

a > . 1r . Then— l-d z

Proof. Let /?(s) = 1 + (a — l)s, s £ [0,1]. We have > 8Z provided

— log(P f^s))a / m (x  + sz)

_ a ( a -  l){ P (//3W lo g /^ 5)) -  ( P / ^ s> )logP /^s)}
/3(s)2P/^W  

(a; + sz)

(x + sz)

>

P{s)PfP(s)
a ( a — 1 \ .

Then the proof is completed by taking integral over [0,1] w.r.t. ds. □

Below is a consequence of (5.3.36) and Proposition 5.3.8.

Corollary 5.3.9. Let (A5.3.1) and (5.3.35) hold. Then there exist con­
stants 8q, c > 0 such that for any a > 1, t > 0 and positive f  £ Bi,(M.rrl+d),

+

№ /) “(*)

S « n *  + *)«p[„ _ lV(1A,)J

holds for x, z £ Rm+d with \z\ <

Proof. By (5.3.36),

|VzPt/ |  < £{Pt ( /lo g /)  -  (Pt/)lo g P t/}

ас|г |2 /  1 /д log W(x + sz)ds
(1 Л t)2

(5.3.40)

c|z|2 r 1 
5 l (t Л 1 +

log W
S l (t A 1)3 (tM )2

holds for S > 5o\z\/t. Thus, (5.3.39) holds for P = Pt and

}Ptf

Sz =

T h e r e fo r e , t h e  d e s ir e d  H a rn a ck  in e q u a lity  fo llo w s  fro m  P r o p o s it io n  5 .3 .8 .

□
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To derive the log-Harnack inequality, we need the following slightly 
stronger condition than the second one in (A5.3.1): there exist a constant 
Л > 0 and an increasing function U on [0, oo) such that

\Z (x ) -Z (y ) \2 < \ x - y \ 2{U (\x -y \)  + \W (y)}, x , y e R m+d. (5.3.41)

Theorem  5.3.10. Assume (A5.3.1) such that (5.3.41) holds. Then there 
exists a constant c > 0 such that

Pt log f (x )~  log Ptf(y) < c |x-y |2 j ( lA t) :Г + t  Л 1 /

holds for any t > 0, positive function f  e Bb{Rrn+d), and x ,y  € Mm+d.

Proof. Again as in the proof of Corollary 5.3.5, it suffices to prove for 
t € (0,1]. Let x = and у = (yl1) ^ 2)). We will make use of the
coupling constructed in the proof of Theorem 5.3.1 for e =  1,2 =  у — x 
and (u,v) being in (5.3.19). We have ( Х ^ \ Х ^ )  — ( x j 1,1̂ , x j 2’1̂ ), and 
(Х р’1̂ ,x i 2,1̂ )s(E[oit] is generated by L under the probability Qi = Ri(t)P. 
So, by the Young inequality (see Lemma 2.4 in [Arnaudon et al (2009)]), 
we have

f t  log/(y) = E(i?1(*)log/№ {1’1),X t(2’1))) = Е(Дг(«)1о6 /(X t(1),X t(2)))

< Е(Д1(*)1о8 Д1(*)) + logE/(Xt(1),X t(2))
= logPt/(*) + E(fli(t) log R\ (t))«

Combining this with (5.3.10) we arrive at

f t  log/(y) -  log Ptf(x)  < ^Eqj J Г* W~l^ (s) \2<is. (5.3.42)

Taking z!2) such that \ z ^ \  < ||A_1|| • Iz^ l, we obtain from (5.3.8), (5.3.41), 
(5.3.19) and (5.3.20) that for some constants Ci,C2 > 0,

k _16 (s)\2 < c1{|A(z,z<2\ S)|2 + |6(z,zl2),s)|2(t/( |0 (z ,z(2),s)|)

+  AW(Xj1-1>,X<2-1>))}

.  . . . a f  i , W / t )  + w 4xJu \ x J 2,1,) i  
-  C2|Z| I ?  + ---------------- 12---------------- Г

Combining this with (5.3.42) and noting that LW  < CW  implies 
Eq, W (x j1,1̂ , xi-2’1"1) < eCsW(y) for s € [0, t], we complete the proof. □
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5.3.3.2 Hamack inequality under assumption (A5.3.2)

Theorem  5.3.11. Let (5.3.22) hold and let Ф{ be in (5.3.23). Then for any 
t > 0, a > 1 and positive function f  G Bf,(Rm+d),

a
(Ptf)a(x) < (Ptfa)(y) exp -^ -Ф < ( |* (1> -yW lla  — 1

holds, here x  = ( x ^ \ x ^ ) ,  у = ( y ^ \ y ^ )  G Rm+d. Consequently,

|x(2)- y (2)| (5.3.43)

Pt log f(x) < log Ptf(y) + Фг(|а;(1) 
holds for all x, у G Rm+d.

У(!)| U(2) У™ I) (5.3.44)

Proof. It is easy to see that (5.3.43) follows from (5.3.25) and Proposition 
5.3.8. Next, according to Corollary 1.4.3, (5.3.44) follows from (5.3.43) since 
Rm+d is a length space under the metric

p(x,y) := - 2/(1)|,|z(2) - y ( 2)|).

The next result extends Theorem 5.3.11 to unbounded S7Z.

□

Theorem  5.3.12. Assume (A5.3.2). Then there exists a constant c > 0 
such that for any t > 0 and positive f  G B b ( M m + d ),

Pt log / (y) -  log Pt/(x)

< | z -2/I2{
+ Ф  -  y\21 + c(l + \y\M)L + M O i

«Л 1 J
(5.3.45)

. (1 Л t)3 (1 A t)2l+1
holds for x ,y  G Mm +d. If (A5.3.2) holds for some l  <  \ ,  then there exists 
a constant c > 0 such that

CPtf)a{x) < (Ptfa){y) exp [ V 12/1)41
1)(1 л t)«

+ ((а -1 )(1 Л 1 )2)4<' - Ч/<‘- ВД}]

holds for all t > 0, a  >  l , x , y  G Mm+d and positive f  G S(,(Rm +d).

(5.3.46)

Proof. (5.3.45) follows from Theorem 5.3.10 since in this case (A5.3.1) 
and (5.3.41) hold for W(x) — (l + |x|2)2i and U(r) = cr21 for some A,c > 0; 
while (5.3.46) follows from Corollary 5.3.6(2) and Proposition 5.3.8. □

According to Proposition 1.4.4, we have the following consequence of 
Theorems 5.3.11 and 5.3.12.

Corollary 5.3.13. Let pt be the transition density of Pt w.r.t. some o- 
finite measure p, equivalent to the Lebesgue measure on Rm+d. Let Ф4 be in 
Theorem 5.3.11.
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(1) (5.3.22) implies

IjRrn + d

< exp _ (a -  !):r $ t (| z (1) — 2/(1 )I, |ж(2) - y {2 )|)

f  Pt(x,z) logPf ’2) 
J«m+d Pt(y,Z)

p{dz) < ФД|х(1) -  yw \, |z(2) -  </(2)|)

for a l l t> 0  and x = {x^l\ x ^ ) , y  = (y(1),y(2)} g Mm+d.
(2) If (A5.3.2) holds for some l € (0, |) ,  then there exists a constant c > 0 

such that

f( a n f - W  « * )J R"/Rm+d

< exp ac\x —1/|2

holds for all t > 0 and x, у € Rm+d.
(3) If  (A5.3.2) holds then there exists a constant c > 0 such that

f pt (x, z) log "tyX-’* |/x(d z)
jR ’n+d Pt(y,z)

< |z -2 / |2( i. (1 A t)3 (1 A f)2i+1
holds for all t > 0 and x, у g RTO+d.

+ c\x -  y\21 + c(l + \y\41)
t A

У_П}

Next, for two probability measures p and n, let C{y, p) be the class 
of their couplings, i.e. 7r € C(v,p) if 7r is a probability measure on
R m +d x  R m +d  guch  th a t  ^ (H m + d  x  . )  =  д ( . )  a n d  x  | > »+ d )  =  In

the spirit of Proposition 1.4.4, Theorems 5.3.11 and 5.3.12 also imply the 
following entropy-cost inequalities. Recall that for any non-negative sym­
metric measurable function c on Km+d x Mm+d, and for any two probability 
measures p, и on Rm+d, we call

Wc(v,p) := inf /  c(x,y)n(dx,dy)

the transportation-cost between these two distributions induced by the cost 
function c, where C{v, p) is the set of all couplings of v and p.

Corollary 5.3.14. Let Pt have an invariant probability measure p, and let 
P* be the adjoint operator of P in L2{p).
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(1) If (5.3.22) holds then
g(Pt*flogPt* f ) < W Ct(fy ,p), t > 0 , f >  = 1, (5.3.47)

where ct(x,y) = — т/1̂ , \ x ^  — y ^ \) .
(2) If (A5.3.2) holds, then there exists c > 0 such that (5.3.47) holds for

5.3.4 Integration by parts formula and shift H am ack in ­
equality

In this subsection we aim to establish the integration by parts formula 
and the corresponding shift Harnack inequality for the Hamiltonian sys­
tem using coupling (see [Wang (2012d)] for the study of more stochastic 
equations).

Consider the following degenerate stochastic differential equation on 
Rm+d = Rm x Rd(m  > 0, d > 1):

where A and В  are two matrices of order m x m  and m x d respectively, 
Z : [0,oo) x  Rm+d -> Rd is measurable with Zt € C1(Mm+d; Rd) for t > 0, 
Wt}t>о are invertible d x d-matrices measurable in t such that the operator 
norm ||<хГ1|| is locally bounded, and Bt is the d-dimensional Brownian 
motion.

When m  > 1 this equation is degenerate, and when m =  0 we set 
Rm =  {0}, so that the first equation disappears and thus, the equation 
reduces to a non-degenerate equation on Md. To ensure the existence of 
the transition density (or heat kernel) of the associated semigroup Pt w.r.t. 
the Lebesgue measure on Rm+d, we make use of the following Kalman rank 
condition (see [Kalman et al (1969)]) which implies that the associated 
diffusion is subelliptic:

(A5.3.3) There exists 0 < к < m — 1 such that Rank[B, A B , . . . ,  AkB] —

When m = 0 this condition is trivial, and for m = 1 it means that 
Rank(B) =  1, i.e. В ^  0. In general, we allow that m is much larger 
than d, so that the associated diffusion process is highly degenerate (see 
Example 5.3.1 below).

(5.3.48)

m.
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Let the solution to (5.3.48) be non-explosive, and let
Ptf  =  E /(X t(1),X t(2)), t > 0 , /  € Bb(Rm+d).

To state our main results, let us fix T > 0. For non-negative ф G C([0, T]) 
with ф > 0 in (0, T), define

Q b=  f  <t>(t)e{T- t)ABB*e{T- t)A'dt.
Jo

Then <2ф is invertible (cf. [Saloff-Coste (1994)]). For any z 6 Rm+d and 
r > 0, let B(z; r) be the ball centered at z with radius r.

Theorem  5.3.15. Assume (A5.3.3) and that the solution to (5.3.48) is 
non-explosive with

sup e { sup |VZt|2j  < oo, r > 0. (5.3.49)
te[0,T] B(A-t(1),Xt<2);r)

Let ф,1р G C 1([0,T]) such that ф(0) =  ф{Т) = 0, ф > 0 in (О, Т), and

ф ( Т )  = 1, ф ( 0 )  —0, f  r p ( t ) ^ T ~ ^ A B d t  = 0. (5.3.50)
Jo

Moreover, for e = (ei, ef) G Mm+d, let
h(t) = ф{1)В*^т~^А’ Q ^ e i + V>(i)e2 €

m  = a  e(t-s)ABh(s)ds, h(t)^j € Rm+d, t € [0,T].

(1) For any f  G C')J(IRm+d), there holds
Pt ( V J )

= R ^ f { x [ 1\ x [ 2)) (a ^ {h '{ t )  -  V e ( t ) Z t ( X t(1 ) , X t(2 ) ) } ,  d B t ) J .

(2) Let (Xq̂ X q2̂ ) = x =  and

Я  =  е х р | - ^  (<Tt- 1 6 W , d B t )  -  |at- 1 ^ i ( t ) | 2 d t  ,

where
m  = h \ t ) + z t( x ? \  x f(2)) -  а д (1д),х<211))

and (Xj1,1),X(2,1)) solves the equation
f d X t( M )  =  { A X t(1,1) +  B X t(2 ,1 )} d t ,  X ^ ’1} =  x ^ ,

\ d X j 2,1) -  <rtdB t +  {Zt (Xt(1),X t(2)) +  h'(t)}dt, Х<2Д) = x(2).
Then
\Prf(x)\p < PT{\f\p(e + -)}(ar)(ER ^ ) P~ \  p > l , f  € Bb(Rm+d), 
PT log/(x) < logPT{/(e + ■)}(*) + E(R\ogR), f  € Bb(Rm+d) , f  > 0.
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Proof. We only prove (1), since (2) follows from Theorem 1.3.9 with 
the coupling constructed below for e = 1. Let =
( х У \ х ^ )  solve (5.3.48) with initial data and for e € (0,1] let
(x j1,e\  Xj2’e>) solve the equation

fdXt(1’£) = {A X t(1’e) + B X t(2’e)}dt,
\d X t(2’£) =  otdBt + {Zt{ X ^ , x i 2)) + £h'(t)}dt,

with initial data (x ^ ^ x ^ ) . Then it is easy to see that

(5.3.51)

X (2,e) x [ 2)+eh{t),
4Xt(1’£) =  X t(1) + e f*  e(t- s ÂBh(s)ds.

(5.3.52)

Combining this with 0(0) — ф{Т) — 0 and (5.3.50), we see that h(T) = e2 
and

e(T-i)ABh(t)dtj
=  [  <f>(t)e(T- t)ABB*e(T- t)A' Q f 1eidt +  [  ip(t)e^T~t)AB e 2dt

Jo Jo
= ei.

Therefore,

( x £ ’e\ x £ 2,e)) =  ( x £ \x £ ° )  +  ee, е е  [0,1]. (5.3.53)

Next, to see that ( ( X ^ \  X ^ ) ,  ( x j 1,£\  x j 2,ŝ )') is a coupling by change of 
measure for the solution to (5.3.48), reformulate (5.3.51) as

dX{(i,0 (i,0

dX (2 ,0
{ A X ^  + B X i ^ j d t ,  X 0 
otdWf + Zt (Xt(1'£\ x l 2'e))dt, X (,(2,0 _ r(0

(5.3.54)

where

Wf ■■= Bt + f  a ; 1 {ah'(s) + ZS(XW ,XW )  -  Zs( X ^ \ X ^ ) } d s
Jo

for t 6 [0, T]. Let

Ш  =  e h ' ( s )  +  Z . ( x P , x P )  -  Z S( X ^ \ X ^ )  (5.3.55)

and

Be =  exp - J  ( o - r ^ e W . d B * ) | ( T S- I ^ (s ) |2ds .

By Lemma 5.3.16 below and the Girsanov theorem, Wf is a d-dimensional 
Brownian motion under the probability measure Q£ := ReP. Therefore,
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(\Re
de

( ( х У \ х ^ ) ,  (X(1,£\  Xj2|£̂ )) is a coupling by change of measure with 
changed probability Qe. Moreover, combining (5.3.52) with the definition 
of Re, we see from (5.3.49) that

=  Г  ( a : 1 { h ' ( s ) - X e{s)Zs(X i1\ X ^ ) } , d B s
e=0 Jo '

holds in Z/1(P). Then the proof is completed by Theorem 1.3.9(2). □

We remark that as shown in the last subsection, condition (5.3.49) and 
the non-explosion are implied by (A5.3.1).

Lemma 5.3.16. Let the solution to (5.3.48) be non-explosive such that 
(5.3.49) holds, and let be in (5.3.55). Then for any e 6 [0,1] the process

, t e [0, T\Re{t) =  exp |  -  ^  (as 4 E(s),dB s) -  ^ j f  Ws

is a uniformly integrable martingale with supt6[0 Tj E{Re(t) log Re{t)} < oo.

Proof. Let Tn =  inf{t > 0 : |X4̂ | + |X42̂ | > n},n > 1. Then тп f  oo as 
n t  oo. It suffices to show that

sup Е{Д£(< Л тп) log Re(t А rn)} < oo. (5.3.56)
te[o,T],n>i

By (5.3.52), there exists r > 0 such that

(Xt(1’£),X t(2’£)) € B {x[ l\ x [ 2)-r), t e [0,T],£ € [0,1]. (5.3.57)

Let Qe,n =  Re(TA  r„)P. By the Girsanov theorem, {Wf }*е[о,тлт„] is the 
d-dimensional Brownian motion under the changed probability Qe,n. Then, 
due to (5.3.57),

sup E{77e(tA rn)lo g ^£(tA rn)} = -E Qen / |cr71̂ (s ) |2ds
e [o,t ] z Jote[o 

< C  +
гТЛтп

CTEQe.n Jo
sup |VZ{|2dt

B(x(1,e),x(2,e);r)
holds for some constant C > 0 independent of n. Since the law of 
( Х д ^ Д .л ^ )  under Q£j„ coincides with that of (X $ Tn, Хлт„) under P, 
combining this with (5.3.49) we obtain

rT
E sup \XZt \2dt < oo.

te[o,r]
sup E{Re(tATn)logRe(tATn)} < C+C (  

!6 [0,T ] Jo

Therefore, (5.3.56) holds.
B(Xt(1\ x t(2,;r)

□
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To derive explicit inequalities from Theorem 5.3.15, we consider below a 
special case where ||VZt ||oo is bounded and A1 = 0 for some natural number
l > 1.

Corollary 5.3.17. Assume (A5.3.3). If  ||VZt||oo ani  ̂ ll0*-1!! are bounded 
in t > 0, and A1 = 0 for some l > 1. Then there exists a constant C > 0 
such that for any positive f  G Bb(Mrn+d),T > 0 and e = (е1,ег) G Rm+d:

Cp /  |e2|2 |ei|2
p - l V l A T  (1 Л T)4fc+3

AT +

(1) (Р т/)р < Р т { /р(е +  -)}ехР
—

(2) P r lo g /< lo g P r { /(e + ■)} + <?(

(3) For f  G | P rV e/|2 <  C|PT/ 2| ( ^ 1

(4) For strictly positive f  G Cb(Rm+d),

p>  1;

eil
(1 A T)4fc+3 

2
+ leil2

T  (1 Л T)4k+3

|P rV e/| < <5{Pr(/l0g/) -  (Prf)  log PTf )

C / N 2 , Ы 2 \ r  f  s > 0
+ 8 Vl AT + (1AT)4*+3J P t^’ > ‘

Proof. By PT =  P r -iP r-i.r  and the Jensen inequality, we only need to 
prove for T  G (0,1]. Let <j)(t) = ‘у г -  ■ Then ф(0) = ф(Т) = 0 and due to 
Theorem 4.2(1) in [Wang and Zhang (2013)], the rank condition (A5.3.3) 
implies that

IIQ^II < cT~(2fc+1) (5.3.58)
for some constant c > 0 independent of T G (0,1]. To fix the other reference 
function ip in Theorem 5.3.15, let {cj}i<j<;+i G R be such that 

i+i
i +  £  a  = o,

i=i
(+i

1 + Е з З & «  =  о, о < j  < i - 1.
- г=1

Take

V(t) = 1 ‘ е р . П
i= 1

Then ip(0) = 0, ip(T) = 1 and / QT(T — t)j ip(t)dt — 0 for 0 < j  <1 — 1. Since 
A1 =  0, we conclude that f ^  xp{t)e^T~t')AAt — 0. Therefore, (5.3.50) holds. 
It is easy to see that

m ) \ < C ,  \ iP \ t ) \< c T - \  t G [0, T]
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holds for some constant c > 0. Combining this with (5.3.58), (5.3.52) and 
the boundedness of ||VZ||oo and ||cr—11|, we obtain

|6 W I < c ( r - 2(fc+1)|e1| +  T - 1|e2|))
|© (t)|< c(T -(2fc+1)|e1| +  |e2|)

for some constant c > 0. From this and Theorem 5.3.15, we derive the 
desired assertions. □

Corollary 5.3.18. In the situation of Corollary 5.3.17. Let || • ||p_>q be the 
operator norm from Lp to Lq w.r.t. the Lebesgue measure on Km+d. Then 
there exists a constant C > 0 such that

m +  d

Н-РгНр-юо < c * (^~~[) 2P ( lA T ) -d+(“ pt3Jm-, p > l , T > 0 .  (5.3.60)
Consequently, the transition density рт{(х,у),(х',у')) of Рт w.r.t. the 
Lebesgue measure on M.m+d satisfies

IJ RĴ m+dP t ( ( x , y ) , ( x ' , y ' ) ) ^  dx'dy'
mf-d

< C ^ f — -)  (1 Л т у  ̂\ p  — 1/
_d + (4 fc+ 3 )m

(5.3.61)

for all T  > 0, (x ,y ) 6 Rm+d, p > 1.

Proof. By Corollary 5.3.17(1), (5.3.60) follows from (1.4.11) for Рт = 
P, Ф(г) = rp and

Сф(х, e) C p  (  Ы 2 |eil2 \ 
p -  1 V1AT (lA T )4fc+3/ '

Moreover, (5.3.61) follows from (1.4.13). □

Example 5.3.2. A simple example for Corollary 5.3.17 to hold is that 
at =  (7 and Zt =  Z  are independent of t with ЦУ^Цоо < oo, A =  0, and 
Rank(-B) = m. In this case we have d > m, i.e. the dimension of the 
generate part is controlled by that of the non-degenerate part. In general, 
our results allow m to be much larger than d. For instance, let m — Id for 
some l > 2 and

A =

/0 I d x d 0 ... 0 0
0 0 I d x d  ■ • • 0 0

0 0 0 ... 0 I d x d

^0 0 0 ... 0 0

B =

(id)x(id)

Then A1 = 0 and (A5.3.3) holds for к = l — 
Corollary 5.3.17 hold for к = l — 1.

/  0 \

0
\ I d x d J ( l d ) x d

1. Therefore, assertions in
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5.4 Stochastic Hamiltonian system: Malliavin calculus

This section is due to [Wang and Zhang (2013)] where explicit Bismut 
formula and Harnack inequality are studied for the stochastic Hamiltonian 
system by using Malliavin calculus. In general, the formula can be given by 
a pull-back operator (see e.g. §6 in [Aldous and Thorisson (1993)]), which is 
normally less explicit in the subelliptic case. Nevertheless, in some concrete 
degenerate cases the derivative formula can be explicitly established by 
solving certain control problems.

5.4.1 A general result

Consider the following degenerate stochastic differential equation on Rm x 
Rd:

fdXt(1) = Z (1)(At(1),A t(2))df,
(d X t(2) = 2>(Xt(1),X t(2))df + adBt, 5‘4Л

where X lt l) and x j 2> take values in Rm and Rd respectively, a is an in­
vertible d x d-matrix, Bt is a d-dimensional Brownian motion, 6
C2(Mm+d;Rm) and Z™ g C1(Rm+d;Rd). Let X t =  (Xt(1), X t(2)), Z = 
( Z ^ , Z ^ ) .  Then the equation can be formulated as

dXt =  Z(X t)dt + (0, adBt). (5.4.2)
We assume that the solution is non-explosive, which is ensured by 
(A5.4.2)(l) below. Our purpose is to establish an explicit derivative for­
mula for the associated Markov semigroup Pt-.

Ptf(x) = E f (X t(x)), t>  0 ,X£  Rm+d, /  e £6(Rm+d),

where X t(x) is the solution of (5.4.2) with X q = x, and Вь{Rm+d) is the 
set of all bounded measurable functions on Rm+d.

To compare the present equation with that investigated in §5.3 where 
Z W is linear, let us recall some simple notations. Firstly, we write the gra­
dient operator on Rm+d as V = (V ^ , V ^ ) , where V^1) and stand for 
the gradient operators for the first and the second components respectively, 
so that V / : Rm+d —> Rm+d for a differentiable function /  on Rm+d. Next, 
for a smooth function £ =  (£i , . . . ,£ * ) :  Rm+d —» Rfc, let

№ i \  / v « 6 \
VC = ; , v « c  = :

W /

, i =  1,2.
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Then Vf, V ^£ , are matrix-valued functions of orders к x (m + d), к x 
m ,k  x d respectively. Moreover, for an l x fc-matrix M = 
and v = £ Rfe, let M r £ R* with (Mv)i = J2j=i ^ i j vD 1 < * < L
We have

V ,f = (V0*, v g j*  =  (V(i)fl*w , * = 1,2.

When Z ^^x^jX ^2)) depends only on and V ^ Z ^ )  is a constant 
matrix with rank m, then equation (5.4.1) reduces back to the one studied 
in [Guillin and Wang (2012)] (and also in [Zhang, X. (2010)] for m — d). 
In this case we are able to construct very explicit successful couplings with 
control, which imply the desired derivative formula and Harnack inequali­
ties as in the elliptic case. But when Z-b is non-linear, it seems very hard 
to construct such couplings. The idea is to split Z ^  into a linear term and 
a non-linear term, and to derive an explicit derivative formula by control­
ling the non-linear part using the linear part in a reasonable way. More 
precisely, let

V(2)Z(1) = B0 + B,

where Bo is a constant m x d-matrix. We will be able to establish derivative 
formulae for Pt provided В is dominated by Bq in the sense that

(BB*0a,a) > -e \B ;a\2, Va e Mm (5.4.3)

holds for some constant £ £ [0,1).
To state our main result, we first briefly recall the integration by parts 

formula for the Brownian motion. Let T > 0 be fixed. For a Hilbert space 
Я, let

U \H )  =  j h  £ С([0,Т];Я) : Л(0) = 0, ||/i||21(H) := £  \h'(t)\2Hdt < oo

be the Cameron-Martin space over Я. Let H1 = H1(Rrf) and, without 
confusion in the context, simply denote || • ||hi = || • Цн^я) f°r апУ Hilbert 
space Я.

Let (i be the distribution of {Bt}te[0 T], which is a probability measure 
(i.e. Wiener measure) on the path space =  C([0, T]; Kc<). The probability 
space (Г2, fi) is endowed with the natural filtration of the coordinate process 
Bt(w) := wt,t  € [0, T\. A function F  £ L2(ll; /i) is called differentiable if 
for any h £ H1, the directional derivative

DhF lim
E—>0

F(- + s h ) -F ( - )
£
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exists in If the map i 1 э/и-> DhF £ L2(fl;ff) is bounded, then
there exists a unique DF £ L2(Q —¥ H1; p) such that (DF,h)hi =  DhF 
holds in L2(Q;p) for all h £ H1. In this case we write F £ V(D) and 
call DF the Malliavin gradient of F. It is well known that (D. V(D)) is a 
closed operator in L2(ft; p), whose adjoint operator (D*,T>(D*)) is called 
the divergence operator. That is,

E(DhF) — [  DhFdff= I  FD*hdff = E(FD*h) (5.4.4)

for F £ V{D), h £ V{D*).

For any s > 0, let {K(t, s)}t>s solve the following random ODE on 

K(t, s) = ( V ^ Z ^ ) ( X t)K(t, s), K (s , s) = Imxm. (5.4.5)

im ®Rm: 
d̂  
df

We will make use of the following assumption.

(A5.4.1) The function 

U(x) Eexp 

is locally bounded.
H

||VZ(Xt(*))||di , x £ Rm+d

For any v =  £ Rm+d with |v| = 1, we aim to search for
h =  h(v) £ V{D*) such that

V vPTf(x)  =  E [f(XT(x))D*h], f  £ Cl(Rm+d) (5.4.6)

holds. To construct h, for an !H1-valued random variable a = (a(s))se[0ir], 
let

g(t) = K(t, 0)vV  + J*  K (t,s )X {̂ s)Z ^ ( X s(x))ds,

h(t)=  / t a - 1(V(Ss,Q(s))Z(2)(Xs(a;) ) - a ,(S))dS, te [0 ,T ].
Jo

(5.4.7)

We will show that h satisfies (5.4.6) provided it is in V(D*) and a(0) 
v^2\a { T )  = 0,g(T) =  0.

Theorem  5.4.1. Assume (A5.4.1) for some T  > 0. Forv =  £
R m + d , let (a(s))o<s<T be an H1-valued random variable such that c*(0) = 

and a(T) = 0, and let g(t) and h(t) be given in (5.4.7). If g(T) = 0 
and h £ V{D*), then (5.4.6) holds.
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Proof. For simplicity, we will drop the initial data of the solution by 
writing X t(x) = X t. By (A5.4.1) and (5.4.2) we have X t G T>(D), and 
due to the chain rule and the definition of h(t),

DhX t = f  X DhXsZ{Xa)ds+ [  (0,oh'(s))ds
Jo Jo

= (0, v™ -  Q(t)) + f  X DhXs Z (X a)ds
JO+ Jo (o ,X {gaMs))Z ^ ( X a))d s

holds for t  G [0, Г]. Next, it is easy to see that

g(t)  =  «(1) +  f  v {gsMs))z ^ ( x s )ds ,  t  e  [o ,T ],
Jo

Combining this with (5.4.8) we obtain

DhXt + (g{t),a(t))  — v + f  XDhx s+(g3,a(s))Z(Xs)ds, te [0 ,T ].
Jo

On the other hand, the directional derivative process
X t{x + ev) -  X t (x)

(5.4.8)

X vX t := lim £—>0
satisfies the same equation, i.e.

7vX t = v  + [  
Jo

X x „xsZ(X s)ds, t e [0,T]. (5.4.9)

(5.4.10)

Thus, by the uniqueness of the ODE we conclude that

D h X t  +  ( g ( t ) ,a ( t ) )  — V vX u t  G [0,Т].

In particular, since (g(T),a(T)) = 0, we have

DhXx = X vX t 

and due to (A5.4.1) and (5.4.9),

E \ D hX T \2 =  E \ X VX T \2 < \ v \ 2E e x p \ 2  ||VZ||(Xs)ds . (5.4.11)

Combining this with (5.4.4) and letting /  G Cl (Rm+d), we are able to 
adopt the dominated convergence theorem to obtain

X vPTf  = E (X f(X T) ,X vX T) = E (V f(X T),DhX T)
= E Dhf ( X T) =  E [f(XT)D*h\. D
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5.4.2 Explicit formula

According to Theorem 5.4.1, to derive explicit derivative formula, we need 
to calculate D*h for h given by (5.4.7). To this end, we assume

(A5.4.2) The matrix a £ <g) Rd is invertible, and there exists W £
C2(Km+d) with W > 1 and И т^^оо W(x) =  oo such that for some con­
stants C , I2 > 0 and l\ £ [0,1],

(1) LW  < CW , |V<2>W|2 < CW, where L = ATr(<7<T*V(2>V(2>) + Z • У;
(2) ||VZ|| < CW l\  ||V2Z|| < CW h .

Theorem  5.4.2. Assume (A5.4.2) and let = Bq + В for some
constant matrix Bq such that (5.4.3) holds for some constant e £ [0,1). If 
there exist an increasing function £ £ C([0,T]) and ф £ C1([0, T]) with 
£(t) > 0 for t £ (0,T], ф{0) = ф(Т) = 0 and 0(f) > 0 for t £ (0, T) such 
that

[  ф(з)К(Т,з)В0В*0К (Т ,3)*<1з>Ы)1тхт, t £ (0,T], (5.4.12)
Jo

Then

(1) Q t :=  f *  ф(з)К(Т, Z ^ \ X s ) B qK ( T ,  s)*ds is invertible for t £ 
(0, T] with

||<гг' » 5  (Т37)Щ > <5-413>
(2) Let h be determined by (5.4.7) for

a(t) := T - t ,(2)

ФУ)В*0К (Т ^У  
So £(s)2ds

^ T C(S)2Q71A(T,0)n(1MS (5.4Л4)

-  ФУ)в*0к ( т у у д ^  J  J— ^ K ( T , s ) v % z ^ ( x s)ds-

Then for any p > 2, there exists a constant Tp £ (0,00) if l\ =  1 and 
Tp — 00 if li < 1, such that for any T  £ (0, Tp), (5.4.6) holds with 
K\D*h\p < 00.

(3) For any p > 1 there exist constants cj(p), Сг(р) > 0, where сг(р) = 0 if 
l\ = I2 = 0, such that

\УРтП<с1{р){Рт\т1,Р
V r X l { ( T  A I)3/2 + £(T A \)}eĉ w (5.4.15)

/ o ™ ^ ) 2<b
holds for all T  > 0 and f  £ m+d )•
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The idea of the proof is to apply Theorem 5.4.1 for the given process 
a(s). Obviously, (A5.4.2)(l) implies that for any l > 1, there exists a 
constant Ci such that LW l < Q W 1, so that EW (Xt(x))1 < eCltW(x)1 and 
thus, the process is non-explosive; while (A5.4.2)(2) implies that ||VZ]| + 
||V2Z|| < CW llVl2 holds for some C > 0, so that

E ((llV Z f + ||V2Z||p)(At)) < ecWtr (!lVl2>, t > 0 (5.4.16)
holds for any p > 1 with some constant c(p) > 0. The following lemma 
ensures that (A5.4.2) implies (A5.4.1) for all T  > 0 if l\ < 1 and for 
small T > 0 if Zi = 1.

Lemma 5.4.3. If  (A5.4.2)(l) holds, then for any T  > 0,

Eexp T 2C |H |2e4+2CT Г  W{Xt)dt 
Jo

< exp 2 W
_ГС||<т||2е2+с т . ‘

Consequently, (A5.4.2)(2) implies that U := Eexp[2 f Q ||V^||(At)dt] is 
locally bounded onRm+d if either h < 1 orh = 1 butT2C2\\a\\2e4+2CT < 1.

Proof. It suffices to prove the first assertion. By the Ito formula and 
(A5.4.2)(l), we have

d W {Xt) = (W(2)W{Xt),adBt) + LW (X t)dt 
< (vW W {X t),<TdBt) + C W (X t)dt.

So, for t € [0,T],
d { e-(C + 2 /T)tW (X j }  <  e-(C+2/T)t^(2)w ^Xt),o d B t)

T e
—C T —2 W {Xt)dt.

Thus, letting r„ = inf{t > 0 : W (X t) > n}, for any n > 1 and Л > 0 we 
have

Eexp T e C T + 2

< eAlvEexp

l

u

W {Xt)dt

<c+2/T)t(^2)W (Xt),odBt)

< eAW Eexp 2A
r T  Л г„

!C |k ||2
Jo

W {Xt)dt
1/2

where the second inequality is due to the exponential martingale and 
(A5.4.2)(l). By taking

1
A = ТС||(т||2ес т +2’
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we arrive at 

Eexp
p T  A rn

Jo
W {Xt)dt < exp 2 W

TC  |H |2e2+CTT 2C\\o\\2e*+2CT
This completes the proof by letting n —¥ oo. □

To ensure that ¥,\D*h\p < oo, we need the following two lemmas.

Lemma 5.4.4. Assume (A5.4.2). Then there exists a constant c > 0 such 
that

\\DXt \\n l < V i M e cfowl1^ ,  t > 0. (5.4.17)
Consequently, if l\ < 1, then for any p > 1,

E [ sup ) < oo, T > 0;
\te[o,T] )

and if lx = 1, then for any p >  1 there exists a constant Tp > 0 such that

E ( sup \\DXt \\pB1)  <oo, T  £ (0,ГР).
Vte[o,T] )

Proof. Due to Lemma 5.4.3, it suffices to prove (5.4.17). From (5.4.2) 
we see that for any h € И1, DhXt solves the following random ODE:

DhX t = [  (УDhx sZ)(Xs)ds + (0,oh(t)). 
Jo

Combining this with (A5.4.2)(2) and |/i(t)| < \/t \

' [  W h (Xs)\DhX s\ds + Vi\\c 
Jo

Hi, we obtain

MIm1 > h e m 1.\DhX t \ < C 

Therefore,

\\DXt \\№ < C  f  W ^(Xs)||DXs||e xds + Vi\\o\
Jo

This implies (5.4.17) by Gronwall’s inequality.

Lemma 5.4.5. Assume (A5.4.2). Then for any s G [0,T], 
\\K(T,s)\\<ec f " wll^ dr,

||<9sA(T,s)|| < CW h (Xs)ec ^ wll^ dr,
and

\\DK{T,s)\\mi <Ce2Cf ? wll(x ^ dr [  W h (Xr)\\DXr\\midr. (5.4.19)
J  S

Consequently, for any p > 1 there exists Tp G (0, oo) if 11 = 1 and Tp = oo 
if li < 1  such that

□

(5.4.18)

E sup \\DK(T,t)\\P
i te[o,r] H1 < oo, T  G (0, Tp).
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Proof. By Lemma 5.4.4 and supte[0 Tj EWl(Xt) < oo for any l > 0 as 
observed in the beginning of this section, it suffices to prove (5.4.18) and 
(5.4.19). First of all, by (5.4.5) and (A5.4.2)(2), we have

\\K{t, s)|| < l  + J*  ||V(1)Z(1)(Xr )|| ■ ||if(r,a)||dr 

< 1 + C J W li(Xr)\\K(r,a)\\dr,

which yields the first estimate in (5.4.18) by Gronwall’s inequality. More­
over, noticing that

dsK(t,s) = f \ s / ^ Z ^ ) ( X r)dsK(r, s)dr -  (V(1)Z(1))(XS),
J s

by (A5.4.2)(2) we have

||dsK(t, s ) \ \< C  J*  VF'1 (Xr)\\dsK(r, s)||dr + C W 1' (Xs).

The second estimate in (5.4.18) follows. As for (5.4.19), since

s) = (XDxy V z W ) ( X t)K(t, s) +  ( y W z W )(X t)DK(t, s), 
at

with DK(s,s) =  0, it follows from (A5.4.2)(2) and (5.4.18) that 

\\DK(t,s)\\m < j '  \ \ X V ^ Z ^ ( X r)\\ | | № | | H1||A (r,S)||dr

j \ \ X ^ Z ^ { X r)\\ \\DK(r,s)\\un+ idr

< Cec ^  w h(xr)dr f  W l*(Xr)\\DXr \\m dr
J  S

■ C J*  W ll(Xr)\\DK(r, s)||Hidr.

□This implies (5.4.19).
Proof. (P roof of Theorem  5.4.2) (1) Let a E Mm. By (5.4.3), (5.4.12) 
and = B0 + В  we have

(Qta,a) =  4>{s) (< K (T , s)B0B*0K(T, s)*a, a)

+ (K(T, s)B(Xs)B*0K (T , s)*a, a))ds

> (1 -  e) f* ф(з)\В*К(Т, s)*a|2ds > (1 -  e)£(t)|a|2.
Jo
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This implies that Qt is invertible and (5.4.13) holds.
(2) According to Lemma 5.4.3, (A5.4.2) implies (A5.4.1) for all T  > 0 

if h  < 1 and for small T  > 0 if l\ =  1. Next, we intend to prove that 
h € T>(D*) and E\D*h\p < oo for small T  > 0 if l\ = 1 and for all T > 0 if 
h  < 1. Indeed, by Lemmas 5.4.4, 5.4.5, (5.4.16), and the fact that

D Q A  = - Q 7 1(DQt)Q ti ,
there exists Tp > 0 if l\ = 1 and Tp =  oo if l\ < 1 such that

sup E\DQt\p < +oo, T G (0, Tp), 
te[o,T]

and by (5.4.13),

sup
te[o,T]

(ж||сдг‘В,)1,р< № 5 | ^ ,  t€(o,n

(E\\Da(t)\\pm +E\\Dg(t)\\pm y /P <oo, T g (0,TP).

Since
h'{t) =  <j-'{{V{g(t)Mt))Z& ){X t) -  a'(t)},
\\Dh\t) ||H1 < | |a - 1||{||V2Z(2>(Xt)|| \\DXt \\m  |(s(t),a(i))|

+ ||VZ(2)(At)|| \\(Dg(t),Da(t))\\№ + ||D a'(t)||H1}, 
we conclude from (A5.4.2)(2), (5.4.16) and (5.4.21) that

E
(T  \  p /2

f  \\Dh'(t)\\2uld tj  +E\\h\\pm < oo, T G(0, Tp).

(5.4.20)

(5.4.21)

(5.4.22)

Therefore, according to e.g. Proposition 1.5.8 in [Nualart (1995)], we have 
h G T>(D*) and E\D*h\p < oo provided T  G (0,TP).

Now, to prove (5.4.6), it remains to verify the required conditions of 
Theorem 5.4.1 for a(t) given by (5.4.14). Since 0(0) = ф{Т) =  0, we have 
a(0) = г/2-1 and a(T) = 0. Moreover, noting that

h  := 7т ;? \ т  Г  <Kt)K(T,t)vWzW{xt)BSK(T,tydt
Jo Z(t)2d t Jo

■ J^T a* )2 Q71 к  (T,0)vw ds

=__I__fT
i f  £W2dt Jo 

1 [ T
i f  Z(t)2dt Jo

Qtdt ^ s f Q ^ K ^ O ^ d s  

№ 2QtQ7lK{T,0)v(1)dt = K{T, 0)vW
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and

■ Qt1 JQT ̂ ±K(T,S)V%Ẑ (Xs)ds
=  Q t Q t 1 J  7̂ r 1 K ( T , s ) X % Z ^ ( X s ) d s  

=  £  ^ - K ( T t s ) V % Z ^ { X t ) d s t 

we obtain by (5.4.14)

p(T) = ^ (T .O )^1) + £  K{T,t)V™t)z W ( X t)dt

= K(T,0)VW - h  +  £  ^ K ( T , t ) V % Z ^ ( X t)dt -  h

=  0.

(3) By an approximation argument, it suffices to prove the desired gra­
dient estimate for /  G Cl (Km+d). Moreover, by the semigroup property and 
the Jensen inequality, we only have to prove for p G (1,2] and T  G (0, TvЛ1). 
In this case we obtain from (5.4.6) that

|VPT/ |  < (PT\ f n 1/p( E \ D * h \ ^ ,

where q := > 2. Therefore, it remains to find constants Ci,C2 > 0,
where C2 =  0 if l\ =  I2 =  0, such that

{E\D*h\4)1/q < Cl'/T (T ^ 2 + t t T '))eC2W (5.4.23)
I o ^ ) 2ds

To this end, we take </>(f) = tl'Tri t  ̂ such that 0 < ф < 1 and |</>'(f)| < ^  for 
t G [0,Т]. Since £ is increasing, by (5.4.18) and (5.4.12), we have for some 
constant c > 0,

[  £(s)2ds < £(f)2 < ct2, t G [0,1].
Jo

Thus, by Lemmas 5.4.3, 5.4.4, 5.4.5 and (5.4.16), it is easy to see that for 
any в > 2 there exist constants ci, C2 > 0, where C2 =  0 if /1 =  I2 =  0, such
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that for all 0 < t < T  < Tp Л 1,

(E||£»Xt C ) ‘"  < ClV f e c*w , (E\\DK(T,t)\\em )1/a < c{Tz' 2̂ w
i/0 в \ i/e

(E||JDQt- 1|lH01/e < {E(||Qt- 1H ll^ llw llQ r 1|l)e} 1/e < ,c2WC \t \ /T

W ~ c
ClT7/2ec2Vy

(E ||D a (t)C )1/e < ( E | |W ) | |^ ) 1/0< T ——
Jo £(s)2ds J0 £(s)2ds

Combining these with (5.4.22), (A5.4.2)(2) and (5.4.16), we obtain

|H|D1„ := (Е||1>/1|& вН1) 1/, +  ||ЕЛ||Н.
Г /1  гТ

< >/г|Е^ - jf РЛЧОНн**] } + ЕЦЛЦн1

< V t [ - Уо E l l^ 'W ll^ d t j  + ( е J  Ih'(t)|2d tj

c iV T (r3/2 + ^ (r))e C2lv
/оТ £(s)2ds

This implies (5.4.23) since D* : Ю1’9 —> Lq is bounded, see e.g. Proposition
1.5.8 in [Nualart (1995)]. □

5.4.3 Two specific cases

We intend to apply Theorem 5.4.2 with concrete choices of £ satisfying
(5.4.12).

5.4.3.1 Rank[j3o] = m

Theorem  5.4.6. Assume (A5.4.2) and (5.4.3) for some e € [0,1). If 
RankfjBo] = m, then there exist constants c\,c2 > 0 such that (5.4.12) 
holds for

ttt) = ci [  ф(з)е-с̂ т - а̂ з, fe [0 ,T ] .
Jo

Consequently, for any p > 1 there exist two constants c\ (p), c2{p) > 0, 
where c2(p) = 0  if l\ = l2 = 0, such that

|VPT/ |  < с Щ Р г \ т 1/Р rcMW  
(ГЛ 1)3/2

T  > 0.
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Proof. It is easy to see that the desired gradient estimate follows from
(5.4.15) for the claimed £ with 0(f) = t(7rJ t^, we only prove the first as­
sertion. Since V ^ Z ^  is bounded, there exists a constant C > 0 such 
that

\K(T,s)*a\ > e~ c(T- s)|a|, a € l ra

If Rank[Bo] =  rri, then \B^a\ > c'\a\ holds for some constant c' > 0 and all 
a € Mm. Therefore,

Mt (f>(s)K(T, s)BqBqK(T, s)*ds

satisfies

(Mta, a) = [  <I>(s)\BqK(T, s)*a\2ds > c'2 f  </>(s)e- 2C(r- s)|a|2ds. 
Jo  Jo

This completes the proof. □

5.4.3.2 A := V ^Z ^1) is constant

We assume that

(A5.4.3) (Kalman condition) A := is constant and there exists
an integer number 0 < к < m  — 1 such that

Rank[B0, AB0, . . . ,  AkB0\ = m. (5.4.24)

When к = 0, (5.4.24) means Rank [Bo] = m which has been considered in 
Theorem 5.4.6.

Theorem  5.4.7. Assume (A5.4.2), (A5.4.3) and (5.4.3) for some £ € 
(0,1). Let ф(Ь) = Then:

(1) There exist constants ci,C2 > 0 such that (5.4.12) holds for

ci{t A l ) 2(fc+1)
№  = TeQ2T t G [0, T).

(2) For anyp > 1, there exist two constants ci(p),C2(p) > 0, where Сг(р) — 
0 if li = l2 — 0, such that

| V P r/ |  <
c i (p ) ( B t [/1p ) 1/p  rC, M W  

(T Л l)(4fc_1)v0+3/2
T  > 0.
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(3) //V<2>Z(1> = Bo is constant and l\ < then there exists a constant 
c > 0 such that

|VPT/ |  < A{PT(/lo g /)  -  (Яг/) logPTf )
c f  h W  (i +  A“ l )4ll/(l-2l1) 1 1
A \  (1 +  A-1)2 (T A l)(4*+2-2J1)/(l-M1) + (1 A  T)4fe+3 /  T/

holds for all A > 0, T  > 0 and f  £ B^(M.m+d), the set of positive 
functions in Bb(Rm+d)-

(4) If V 12'1 Z {x'> =  Bo is constant and l\ = \ ,  then there exist constants
c,c' > 0 such that for any T  > 0, A > and / б В ь+ (Rm+,i),

|V P r/| < A{PT(/lo g /)  -  (Яг/) logPT/}  +

Proof. Since (2) is a direct consequence of (5.4.15) and (1), we only prove 
(1), (3) and (4).

(1) Let

U t

- L

-i:

‘ s(T — s) ,T_
J>2 e ^ AB0B * e ^ A'ds,

esAB0B£esA ds, fe[0 ,T ].

According to §3 in [Saloff-Coste (1994)], the limit

Q := limf- !2fc+1)7t[/t7t
t - t  о

exists and is an invertible matrix, where (7t)t>o is a family of projection 
matrices. Thus, Ut > c(t A 1 )2k+1 Imxm holds for some constant c > 0 and 
all t > 0. Then there exist constants <7 , > 0  such that for any t £ (0, P],

M t > - L j  ^ T- s)AB0B*0e ^ A'ds 
41  J t / 2

>

>t/2
t e ~ 4 A \ \ T  r t / 2

4Г /Jo
езАВ0В у л ds >

ci(t A l)2(fc+i)
4 y ec2r  m xm

holds. This proves the first assertion.
(3) By the semigroup property and the Jensen inequality, we assume 

that T  £ (0,1]. Let =  Bq be constant. Then h given in Theorem
5.4.2 is adapted such that

D*h= f  (h'{t),dBt).
Jo
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Moreover, it is easy to see that for £(t) given in (1) and T € (0,1],
ci(TWll(Xt) + 1)

Wit )| <
rnsta:

EeD' h/x = Eexp

te[o,T]J '2 ( k + 1 )

holds for some constant C\ > 0 independent of T. Thus, for any Л > 0, 
~1 *T 
A

< ( Eexp

< ^Eexp

f  (h'(t),dBt) 
Jo

( T \h’{t)\
Jo

(

1 \ 1/2
(5.4.25)

Jo W ^ ( X t)dt 1 — 'j
4fc+3 )

1/2

J>4fc+2 rf 4 k + 3 1

On the other hand, since l\ € [0,1], by Lemma 5.4.3 and the Jensen in­
equality, there exist two constants C3, c\ > 0 such that 

сзкEexp T-  Jo W (Xt)dt <ec*hW, Т е  (0,1].

Moreover, since 21 \ < 1, there exists a constant C5 > 0 such that 
c2W 2l> c3h W  c5(l +  A-1)4*1/!1- 2*1)

^2y4fc+2 -  (1 +  Л)2Т + A2J’(4fc+2-2 ; i) / ( l-2 /i )  ’ ’

Combining this with (5.4.25) and (5.4.26), we conclude that

(5.4.26)

chW  c( l  + A-1)4'1̂ 1- 2'1) г, Т е  (0,1],Л > 0log Ее < ^  + ^ 2  + \2T(4k+2-2h)/(l-2h) + \2T*k+3’
holds for some constant c > 0. This completes the proof of (3) by (5.4.6) 
and the Young inequality (see Lemma 2.4 in [Arnaudon et al (2009)]) 

|VPT/ |  = \E[f(XT)D*h}\
< A{PT(/lo g /)  -  (Яг/) b g P t /}  (5.4.27)

+  A(PT/) lo g E e z r 'l/A.
(4) Again, we only consider T e (0,1]. Let C2 and C be in (5.4.25) and 

Lemma 5.4.3 respectively. Then there exists a constant c > 0 such that for 
any T e (0,1], A > implies

C2 < _____2_____
A2T4fc+2 -  T 2C\\a\\2ei+2CT

Thus, by (5.4.25) and Lemma 5.4.3, if A > then

log EeD*ft,/A <

<

c2T2C'|H|2e4+2CT
4Д2у4А:+2

C ' { T 2 W +  1 )

log E exp 2 Jo W (Xt)dt 
T 2C\\a\\2e*+2CT + c2

Д 2 у4 /с+  3

— Д2у4*:+3
holds for some constant c! > 0 independent of T. Combining this with 
(5.4.27) we finish the proof. □
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To derive the Harnack inequality of Pt from Theorem 5.4.7 (3) and (4), 
let us recall a result of [Gong and Wang (2002)]. If there exist a constant 
Ao > 0 and a positive measurable function 7 : [Ao,oo) x Rm+d —> [0,oo) 
such that

|VuPT/ |< A { P T( / lo g / ) - ( P T/)lo g P T/ } + 7 (A,-)PT/, A>A0 (5.4.28)
holds for some constant A0 € (0,00] and all /  € (Rm+rf), then by Propo­
sition 4.1 in [Gong and Wang (2002)],

Р г / ( ^ ) < ( Р г Л 1/р(х + п)ех p ' [ 1 'y(i+l>-i)s’x + 8V) J '

J o  1 +  ( P - 1)«
(5.4.29)

holds for all /  € (Rm+d) and p > 1 + Ao- Then we have the following 
consequence of Theorem 5.4.7 (3) and (4).

Corollary 5.4.8. Let (A5.4.2) and (A5.4.3) hold such that V̂ 2̂ 1) = 
Bq is constant.

(1) If  h £ [0, 1/ 2), then there exists a constant c > 0 such that

c\v\2 ( ip -  1)P / q1 W(x + sv)ds
P T f(x )< (P Tf p)1/p(x + v) exp

(1 -|_ £M)4q/(i-2q)
+

p  — 1 +  |v 

1
' (T Л l)(4fc+2-2I1)/(l-2i1) 1 (1 A T)4fe+3)

holds for all x ,v  € Rm+d,T  > 0,p > 1 and f  6 P/“(Rm+d).
(2) If li =  A, then there exist two constants c,c' >  0 such that for any 

T  >  0, /  G Rm+d and x, v G Rm+d,

c ' | u | 2 { l  -I- ( T  Л  l ) 2 J q1 W ( a :  +  s u ) d s }

( p  — 1)(T A l )4fc+3
PTf{x) < (PTf p)1/p(x+v)exp 

holds fo r p >  1 + (T̂ | 2fc.

P r o o f .  (1) Let v G Mm+d with |u| >  0. By Theorem 5.4.7(3), we have 

|V „P r/| <AM{PT(/lo g /)  -  (PT/)logP T/}  +

(1 + A-i)4q/(i-2q)
(T  A l) (4 fc + 2 -2h ) / ( l - 2 q )  ' (T  A l ) 4fc+ 3

)2

Prf,  A > 0.

Replacing A by A , we see that (5.4.28) holds for any Aq > 0 and

7 ( V
c\v\ 1{W (1 +  |u|A_1)4ll/(1_2,i)

Г т  . -. \ ГЛ 1. I П 0 7 \ //l 07 N “ЬA Ц 1  +  Н А - 1 ) 2 (T A l ) ( 4 f c + 2 - 2 ( i) / ( i - 2 i i)  (T A l ) 4fc+ 3



Subelliptic Diffusion Processes 343

for Л > 0. Then the desired Harnack inequality follows from (5.4.29) since

holds for Л > (Тл\ук • Using Д  to replace Л, we see that (5.4.28) holds for

5.5 Gruschin type semigroups

In this section we investigate the Bismut formula and Harnack type in­
equalities for Gruschin type semigroups. The first part is organized from 
[Wang (2012b)] where Bismut type derivative formulae were derived by 
using Malliavin calculus, and the second part is based on [Wang and Xu 
(2012)] where the log-Harnack inequality was established using coupling by 
change of measure.

(2) Let v € Rm+d with |u| > 0. By Theorem 5.4.7(4),

|V„Pt / |  < \v\X{PT( f  log/) -  (PTf ) \ o g P Tf }  +
c> | ( ( 1 A T ) 2W  +  1 )

A(T Л l)4fc+3 TJ

с/|г>|2((1 Л T)2W  + 1) 
A(T Л l)4fc+3

Then the proof is completed by (5.4.29). □

5.5.1 Derivative formula

We will work with the following Gruschin type operators on Rm+d:
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for (x ,y ) E  R m  x R d = R m + d , where a E  C 1 ( R m ; R d ® R rf) might be 
degenerate. When m = d =  1 and a(x) = x, it goes back to the Gruschin 
operator. To construct the associated diffusion process, we consider the 
stochastic differential equation on R m + d :

(dXt = d B t,
< - 5.5.1
\dY t = v (X t)dBu

where (Bt , Bt) is a Brownian motion on Rm+rf. It is easy to see that for 
any initial data the equation has a unique solution and the solution is non­
explosive. Let Ex'y stand for the expectation taken for the solution starting 
at (x, у) 6 Rm+d. We have

Ptf(x,  у) = Ex’yf ( X t , Yt), f  E Bb(Rm+d), (x, y) E  Rm+d, t > 0.

To establish explicit derivative formula for Pt, we need the following as­
sumption.

(A5.5.1) For any T > 0 and x E Rm, Qt  := f 0 o[x + Bt)cr(x + Bt)*dt 
is invertible such that 

r T

E{IIQ?1||2I  О lV^  + 5 t -|- ||сг(д: -f- Bt)|| + <  00 .

Lemma 5.5.1. For fixed T  > 0 and v = (yi,v2) E  Rm+d, let hi € 
C1([0,T];Rm) with hi(0) = 0 and hi(T) = V \ .  If there exists a process 
{^2(f)}te[o,T] on Rd such that h2(0) = 0, and h := (h\,h2) E V(D*) satis­
fying

[  o(Xt)h'2(t)dt + f  (Vhl{t)_Vla)(Xt)dBt = v2, (5.5.2)
Jo Jo

then

V vPTf  = E { f ( X T,YT)D*h}, f  e Cb(Rm+<i).

Proof. From (5.5.1) it is easy to see that the derivative process 
(fi/vX t , V vYt)t>о solve the equation

I dV„Xt — 0, У„Хо=г>1,
\d V vyt =  (X7vvx tcr)(Xt)dBt, V„y0 = v2.

WvX t = V i ,  X vYt = v 2 +  f  (VVla)(Xs)dBs. (5.5.3)
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Next, for h given in the lemma, we have

(dDhX t = h[(t)dt, DhX o = 0,
\ d  DhYt = o(Xt)h'2(t)dt + (X Dhx tcr)(Xt)dBt, DhY0 = 0.

Thus,

(DhX t = h1(t),
\ D hYt = f* o(Xs)h'2(s)ds + f*(Vhl(s)*)(Xs)dBs.

Since h\(T) =  tq, combining this with (5.5.2) and (5.5.3) we obtain 

(XVX T, X vYt ) = (DhX T,DhYT).

Therefore, for any /  e C\ (Rm+d),

X vPTf  = E(V f (X T, YT), ( y vX T, V vYT))
= E(V/(AT, YT), (DhX T, DhYT))
= E Dh{ f (X T,YT)}
= E { f ( X T,YT)D*h}.

According to Lemma 5.5.1, to derive explicit derivative formula, the key 
point is to solve the control problem (5.5.2). To this end, we will need the 
following fundamental lemma which is a direct consequence of Ito’s fromula.

Lemma 5.5.2. Let pt be a predictable process on Rd with E / QT \pt \4dt < oo 
for some q > 2. Then

E

< { Q ( Q _ J l y /2T (Q-2)/2 E\pt \Qd t

Proof. It suffices to prove the first inequality since the second follows 
immediately from Jensen’s inequality. Let Nt = f 0(ps,dBs), t > 0. Then 
d(iV)t = |pt|2df and

dN 2 = 2NtdNt + \pt \2dt.

Noting that \Nt \q — (N2)q̂ 2, by Ito’s formula we obtain

d\Nt \q = ^ ( N 2){q- 2)/2dN 2 + ^ ^ - { N 2)(4- i)l2N 2\pt\2dt

QNt \Nt \q- 2dNt ^ — ^ l \ N t \q- 2\pt \2dt.
2
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Therefore,

E|iVT|9

<

<

^ J ^ T E{|jVt r 2H 2}df

f T (E|TVt|<7) (9-2)/9(E|/9t |9) 
Jo

g(g ~  *) 
2

g(g — !)

2/qd t

(E|iVr |«)(? 2)/q f T (E|pt |9) 
Jo

2 / q di.

Up to an approximation argument we may assume that E\Nt \9 < oo, so 
that this implies

■ q ( q - l ) \ 9/2/  rT -■ \ q/2Е|ЛГТ|*<  (E|f t |«)2/«d<y .
□

We are now able to prove our main result in this section.

T h e o re m  5.5.3. Assume (A 5 .5 .1 ). For any f  G C£(Rm+d) and v —
(vuvg) e R m+d,

VvPTf(x,y) =  Ex’v{ f ( X T,YT)MT }, (x,y) G Rm+d,T  > 0 

holds for

MT = -  Tr (^Q-1 £  {(Vei&)&*} (x +  Bt)df)

+ ( Q t 1 {«a + £  —^ г~(Уу1&)(х + Bt)dBt | , £  a(x + Bt)dBty

Proof. We assume that (Aq, Vq) =  (x,y) and simply denote Ex’y by E. 
Let

t v  ih\(t) = (5.5.4)

and

M*) =  ( j £ ( X ° y ds) Q r 1£  + £  (5.5.5)

for t G [0,T]. Then it is easy to see that (5.5.2) holds. To see that h := 
(/i!,/i2) € T>(D*) and to calculate D*h, let

/•T  :
9 i  =  (  e i , Q T l \ v 2 /

T - s
rp \ ■ Vi

(t) ~  /  a p Q * e id s , i =  l , . . . , d ,  
Jo

(X7Vlo)(Xs)dB;
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where {e,}f=l is the canonical ONB on Md. We have

h(t) = (fti(*),0) + y^9i(0,hi(t)).
i=l

It is easy to see that hi and hi are adapted and 

D*(hu  0) =  j \ h [ ( t ) , d B t) =

D*(0, hi) = Г {h'MABt) = Г (a{Xty e u ABt). 
Jo Jo

(5.5.6)

(5.5.7)

Let J~t  be the er-field induced by {Bs : s G [0, T]}. By Lemma 5.5.2 and 
noting that X t is measurable w.r.t. Xt  while В  is independent of Xt , we 
have

E^{giD*(0,hi)}2\xT) = E ^ 9i j \ a ( X ty ei,dBt) Вт

<2||t;2||iQ .

+ 2E

2 11 /—t — 1 l|2it (a(Xty ei,dBt)} XT

T - t ( (VVl*(Xt)) (QT)*ei,dBt•>}
x

rT

|  J  (a(Xty e u dBt)

< 4 Qt 4 2 f  lk № )ll2dfJo

+ 2 ^ E ^ I ^ ^ ( ( X Vla(Xt)YiQT1r e u d B t)^ XT

x

rT

XT

< d

(a(Xty ei,dBt)

■'WQt 'W2 Г  (l|Va(Xt)||4 + ||a(Xt)||4 + l)di 
Jo

-,1/2

for some constants c,c' > 0. So, (A5.5.1) implies дгП*(0, hi) G L2(P) for 
i —  1 Hence, if for any i G {1,.. . ,  d} one has D^0 ^ g i G L2(P), then
h G V{D*) and by (5.5.6) and (5.5.7),

D*h = {щ, BT) 
т + 2 ^  \9i I {<r(Xtye i ,dBt) - D {0ihi)gi

* = 1
(5.5.8)
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Noting that X t = x + Bt is independent of B, it is easy to see that

(̂Q,hi)9i =  Qt J yl t»io')(Xt)hi(t)d t^

= ( e u Q r 1 £  7̂ { ( V Vla)a*}(Xt)eid t y

which is in L2(P) according to (A5.5.1). Combining this with (5.5.8) and 
noting that X t = x + Bt, we conclude that h £ V(D*) and D*h = Mt - 
Then the proof is finished by Lemma 5.5.1. □

The next result is a consequence of Theorem 5.5.3 for a(x) comparable 
with \x\lIdxd in the sense of (5.5.9) below. We will use | • | and || ■ || to denote 
the Euclidean norm and the operator norm for matrices respectively.

Corollary 5.5.4. Let l £ [1, o o )  and assume that

||cr(m)|| > а.|гг|г, ||ст(х)|| + ||Vcr(m)|| • \x\ < b\x\l, x € (5.5.9)

holds for some constants a, b > 0. Then for anyp > 1 there exists a constant 
Cp > 0 such that for any v =  (v\,V2 ) € Rm+d, T  > 0, (x ,y ) £ Rm+d

| V „ f t . / ( l , » ) |  <  C s ( P r l / n V p ( * , y ) ( ^  +  V n l°p + Ty ) -  ( “ .10 )

Consequently,

Ti (Pt / ) < ^ y ^ ,  T > 0, /  £ Bb(M.m+d) (5.5.11)

holds for some constant C > 0, where

Г1 (f)(x,y) ■= | V / ( - ,  y)(x)\2 + \o(x)*Xf(x, -)(y)\2 

for f  £ C,1(Mm+d), (x ,y ) £ Rm+d.

To verify (A5.5.1) for 0 given in Corollary 5.5.4, we first present the 
following lemma.

Lemma 5.5.5. For any n € [1,00) and a > 0, there exists a constant c > 0 
such that

c
T“ (|x|2 + T)an T > 0, (x ,y ) £ Rm+d.
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Proof. We shall simply denote E2̂  by E. Since X t = x + Bt, for any 
Л > 0 we have (see e.g. page 142 in [Borodin and Salminen (1996)])

exp[— tanh(\/2AT)]
i=1 {coth(v^AT)}m/2

771

Ee_A-loT lx *l2di _  JJjEg-A/^Cxi+B]0)2̂  <

< 2m/2 exp

< 2m/2 exp

mТу/ A \x\2y/\
y/2 2s/2

' + T ) V \
2yf2

{\x\2 + T)^X
2y/2

This implies that for any r > 0,

< 2m/2 exp

{(^2AT)

+ 2m/2 exp

2ЛГ) Л 1 

Л 1

:w 2 + t )at

Eexp
n :

ix t i2ndt = Eexp - [  {x1/n\x t \2y
Jo

d t

< Eexp Г ( д а г ’ /<п' ч - ’-л1/”1лг*|2) d t

n / (n -1)

x exp

n n / ( n - 1)

(|x|2 +T)A1/(2")v^
2s/2

Taking r = T_("_1)/n we obtain

к /  № |2"df
J 0

2\/2T(n- 1)/2n 
for some constant Ci > 0. Noting that

+ exp \x\2 + T ) T \ 1' nr

Eexp

< ci exp - + exp (|x|2 + T)(AT)1/r

/*00 7 / * C

L
e-s sal-lds

2

lT(al)
Qal

holds for all / > 1 and в, a > 0, we conclude that

E

<

pT \  a 1 poo ' pT

l  ,x ‘|2"d ' )  - f w i  л”" Е “ р [ - А/  |Jf*

гb f A“i “

i2ndt dA

(|ж|2 + T)A1/f(2n)

<

+ exp 

c2T'a(ri—i)

2y/2T^n~v>/2n 
(\x\2 + T ) ( \ T y / jdA

+ сз <
(|a;|2 + T)2an (|:r|2 + T)anT a ~ {\x\2 + T)anT a
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holds for some constants С2,Сз and c. □

Proof. (Proof of Corollary 5.5.4) By the Jensen inequality, it suffices 
to prove for p G (1,2] so that q := > 2. It is easy to see that (5.5.9)
implies

Qt > (a ' [ T \x t
Jo

2Ldt ) Idy-di

and hence,

\\Qt X\\ < 7o \Xt\2ldt
(5.5.12)

Since {Jft}te[o,T] is measurable w.r.t. T t  and due to (5.5.9)

||{(V„1cr)cr,'}(Xt)|| < b2\vi\ ■ |X(12Z — 1

we obtain
(vi,BT)E T  -T V (Q t 1 l  ^ { ( v wla K } ( x t)dt 

_  tv( V  £  ! ^ l { ( y viCT)a*}(Xt)dt

T t

(5.5.13)

< Ci|vi|9
( \ В ТУ | T q~ ' \ x t \w-v*d t\
V Тч (fo |-Xt|2idf)9

for some constant ci > 0. Moreover, since Bt is independent of T t -, due to
(5.5.12) and Lemma 5.5.2 there exist constants С2,Сз > 0 such that

c2|u2|9T«/2- 1/ oT \Xt \bdt
E IIQ?1!!9 ( v 2 , j  <T(Xt)dBt T t  <

do \Xt\2ldt)<
and

E [WQdW4

< C2
do w idt)4

T - t

E

(WVla){Xt)dBt , [  a(Xt)dBt 
Jo

f
X  < E [  o(Xt)dBt 

Jo

T
(2l-l)q)/l

(VVlo)(Xt)dBt

i/(2i-l)

T T

(2i-l)9/(i-l)
T t

l-l
^  2 1 - 1

T T

< сз 'Ы 9̂ _1/оТ |Xt |(2i~1)gdt

d o  l^tl2idi)9
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hold. Combining these with (5.5.13) we obtain 

E|Mr |9 = E{E(|MT|«|7V)}

< c3E j Ы 9 , \vi\qT ^  \Xt \ ^ l^d t
Tq/1 + / rT

a-1 rT
+

(So
b l , r j - 1/or |^ t |tgd q  

(Jo \Xt\2ld ty  / '

(5.5.14)

By Lemma 5.5.5 and noting that X t = x + B t, we conclude that for any
P>  1,

2-4 1/2
E^ Jo \X t\Pdt

(Jo \Xt\2ldtY M E ( 1 H }  M i  ™ 2'd<

-2?ч 1/2

1

c3(T E /0T |A-,|2»dt)‘/2 _  с„Г(|х|2 + T ) « 2 c,
Т9(|х|2 +  Г)«г -  Т9(|х|2 + Г )9 г r e - id * !2 +Г )*«-^ /2

holds for some constants c3, C4 > 0. Substituting this into (5.5.14) we arrive 
at

Ы 9 ) 1/9
/

(E|MT| ^ 4 ^ T « / 2 (|x|2 + T )9 '/ 2

for some constant C5 > 0. Therefore, the proof is completed since by the 
first assertion

\VvPTf(x,y)\  =  \E{f(XT,YT)MT}\ < (Ртт 1/р(Щ МтП^.  n

Finally, we intend to extend Theorem 5.5.3 to a more general model. 
Consider the following SDE on Rm+d:

f dXt = m  (Xt)dBt + h  (Xt)d t, 5
\ d Y t = a2(Xt)dBt +b2(Xt)dt,

where (B t , Bt) is a Brownian motion on Rm+d, g\ £ C l (Rm; Rm ® Rm) is 
invertible with ||crf 1|| < c for some constant c > 0, a2 £ C1(Rm;Rd <g> Rd) 
might be degenerate, hi £ C^(Rm;Rm) and b2 £ C1(Rm;Rd). It is easy 
to see that for any initial data the solution exists uniquely and is non­
explosive. Let Pt be the associated Markov semigroup. To establish the 
derivative formula, let v = (vi,v2) £ Rm+ci and T > 0 be fixed, and let 
solve the following SDE on Rm:

d6  = (V?la 1)(Xt)dBt + {(V6 61)(Xt) - ^ } d t ,  &=«!■ (5-5.16)
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Since Voi and V&i are bounded, the equation has a unique solution up to 
time T. It is easy to see from the Ito formula that

I612
T - t T - t

,(V Cta 1)(Xt)dB(

+ / H (V g t g 1) ( X t )||2 +  2 ( 6 , ( V g A ) № ) )  _  |612

T - t T - t  ( T - t ) 2

< 2 < ^ . ( v 5, . l ) № )dв , ) + -  J &L)

dt

df

holds for all t € [0,T) and some constant C > 0. This implies that for 
te [0 ,T ) ,

E |6 |2 <
( T - f ) H 2 ct , E Г  

Jo
16

( T - t ) 2dt < oo, (5.5.17)

Consequently, we may set £r =  0 so that 6  solves (5.5.16) for t 6 [О, Т]. 
Moreover, for any n > 1 we have

d |6 |2n < 2гг|6|2(п- 1)(б ,  (V6 m)(Xt)dBt)  + c(n)|6 |2”dt

for some constant c(n) > 0. Therefore,

sup E |6 |2” <oo, n > 1.
te[o,T]

We are now able to state the derivative formula for Pt as follows.

(5.5.18)

Theorem  5.5.6. Let QT — / QT a2(Xt)a2(Xt)*dt be invertible such that

E*’» (lIQ^H2 £  {||Vcr2(Xt)||4 + ||V62( X t )||4 + l}d t) 5

< oo.

Then

V vPTf(x,y)  = E x’y{ f ( X T,YT)MT } 

holds for f  e Cl(Rm+d) and

MT = [  ~ ™ ( Q t  £  ^ { ( V b * 2 № } ( X t)dt)

+ + j T  ~ ( V €(u2)(Xt)dBt + j \ v M ( x t) J ,

Г  a2(Xt)dBt\ .
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Proof. Let h — (hi, h2), where 

hi( t)= Jo J. — s

h2(t) =  (jf*  a2(Xs)*ds^Qr1

X { V2 + i  (У^ ст2)№)с1Д + ^ Г(У6 Ь2)№ )с1^.

As in the proof of Theorem 5.5.3, it is easy to see from (5.5.17), (5.5.18), 
(5.5.19) and Цсг̂ 11| < c that h e V(D*) with D*h = Mr- Therefore, it 
remains to verify that (S/VX T, X vYt ) = (DhX T, DhYT). It is easy to see 
that both X vX t and DhXt + fy solve the equation

dVt — (X vt<J\)(Xt )dBt + (Vvt&i)(-Xt)d£, t £ [0, T \, Vo = v\.
By the uniqueness of the solution we have V vX t =  DhX t + ̂ t for t e  [0, Т]. 
Since = 0, this implies that X VX T — DhXT. Moreover, we have

'd X vYt = (XVvXta2)(Xt)dBt + (Vv„xtb2)(Xt)dt, X VY0 = v2, 
d DhYt = (XDhXto2)(Xt)dBt + a 2(Xt)h'2(t)dt 

+ (^Dhx tb2)(Xt)dt, DhYo = 0.

Combining this with the definition of h2 and DhXt = X vX t — fy, we obtain

DhYT = X VYT -  v2 -  [  (Xito2)(Xt)dBt
Jo

+ [  o2(Xt)h'2(t)dt -  f  (Vft62)(Xt)df
Jo Jo

= XyYT.
Therefore, the proof is finished. □

5.5.2 Log-Harnack inequality

Let us start with the classical Gruschin semigroup on R2 with order l > 0, 
which is generated by

i(l“’-I<2>) :=KapV + !x‘,>l2‘a(5 )?)'
The corresponding diffusion process can be constructed by solving the SDE

fdXt(1)= d B t(1),
\d X t(2) = |Xt(1)|'dB t(2),
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where Bt (В\Х\  в \ 2' ) is a two-dimensional Brownian motion. Clearly, 
the equation is degenerate, and when l < 1 the coefficient in the second 
equation is non-Lipschitzian. In the simplest case that l = 1 (see Example 
5.2.5), the Harnack inequality (5.2.27) holds. According to Corollary 1.4.3, 
in this case the log-Harnack inequality

« ( t o g /)(*,</) <  lo gP . f W . y ' )  +  +  f ^ r )

holds for all в £ (§, 2), t > 0, (x,y),(x',y') £ R2 and strictly positive 
function f  £ Вь(R2), where to > 0 is fixed in Example 5.2.5. But for l ф 1, 
it is not clear how can one establish the log-Harnack inequality using the 
generalized curvature condition or Malliavin calculus. In this subsection we 
aim to establish the log-Harnack inequality of the Gruschin semigroup for 
all l > 0 by using coupling by change of measure. But, our argument does 
not imply the Harnack inequality with power like (5.2.27).

We consider the following more general SDE for X t (A,'1', x f 2>) on 
Em x R J =  Rm+d(m, d > 1):

JdXt(1) = b W (t,X ?))dt +  <TW(t)dB?\
\d X t(2) = {AX^2) + b ^ ( t , x i 1))}dt + a ^ ( t , x i 1]) d B ^ \

where Bt ( B ^ ,  B ^ )  is the (m + d)-dimensional Brownian motion on a 
complete probability space P) with natural filtration {At}t>o, A is a
(d x d)-matrix, and

feW : [0, oo) x Rm -4 Rm, 6(2> : [0, oo) x Rm -> Rd, 
o-W : [0, oo) -x Rm <g> Rm, ct(2) : [0, oo) x Rm -4 Rd ® Rd

are measurable, and b ^ \  J>(2), er(2) are continuous in the second variable. 
Assume

(A5.5.2) There exists a decreasing function Л : [0, oo) —> (0, oo) such that 
(7^) (t)aA) (t)* > Xflmxm, t >  0.

(A5.5.3) There exists an increasing function К  : [0, oo) —> R such that 

( b ^ \ t ,x ^ )  — b ^ \ t , y ^ ) , x ^  — y ^ )  < K t\ x ^  — y ^ \ 2 

for t > 0, x ^ \  2/(1) € Rm.

(A5.5.4) There exist increasing functions 0  : [0,oo) —X R ,h : [0, oo) —X
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[l,oo) and ip. : [0, oo)2 —> [0,oo) with ip.(0) = 0 such that
(.A(x® — y ^ )  + b^ i t ,  x ^ )  -  b̂ 2\ t , y ^ ) , x ^  -  у

< 0 t |x(2) -  t / 2)|2 + ipt(k (1) -  J/(1)|2)/i(|a;(1)| V |y(1)|) 
holds for all t > 0 and x = ( x ^ , x ^ ) , y  — ( y ^ , y ^ )  G Rm+d.

It is well known that (A5.5.3) implies the existence, uniqueness and 
non-explosion of strong solutions to the first equation in (5.5.20). Once x j 1 ̂  
is fixed, then it follows from (A5.5.4) that the second equation in (5.5.20) 
admits a unique global solution. Note that (A5.5.4) allows a^ ( t , - )  to 
be merely Holder continuous when e.g. <pt (r) =  f a for some constant a G 
(0,1). For any x = (x ^ ^ x ^ )  G we let X t(x) = ( X ^ \ x ) , X ^ 2\x ) )
denote the solution to (5.5.20) with X q = x. Since Х ^ ( х )  does not depend 
on xS2'1 we also write Х ^ \х )  = X ^  (хАУ). We intend to establish Harnack 
type inequalities for the associated semigroup Pt :

Ptf(x) ~  Ef ( X t (x)), f  € Bb(mm+d), t >  0, x G Rm+d.
Let

r 2 T
Qt  — J  eA(T“t)(j(2)(t,At(1))cr(2)(t,At(1))*eA*(T“t)dt, T > 0.

Theorem  5.5.7. Assume that (A5.5.2), (A5.5.3) and (A5.5.4) hold. 
Let вт = supt€[0jT.j ||e_j4i||- If Qt  is invertible and

r 2T
(i)MI2фх (х(1),у « )  :=E«(1)| | |Q X1||2^  ||cr(2)(*,

x sup /г( |Х ^ | + |x ^  — j / 1̂ )}
t€ [o ,r ] J

is finite, then for any strictly positive f  G £?b(Mm +d),

KT\ x ^  - t / 1)!2 
P2T log f{y) < log P2t / ( x) + A2 (1_---- 2fcTr)

вт02е'гТ'^т{х11\у111)

d t

+

|х(2) - г / 2>|2 +
э- 2  в тТ

Qt
-<pT(|x(1) - y (1)|2) }>.

Because of Theorem 5.5.7, we are now able to present the log-Harnack 
inequality for the Gruschin semigroup on Mm+d with any l > 0.
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Corollary 5.5.8 (Gruschin Semigroup). Let A = 0,bW = 0M 2) =
O ,^1) = Imxm and <j(2)(x^1)) =  \ x ^ \ lIdxd for some constant l > 0. Then 
there exists a constant c > 0 such that

|x(1) — y ^ l 2
P2T log f(y) < log P2Tf(x)  + 2Г

j4+i
( |a;(i)|2(i-i)+ + |y(i)|2(;-i)++ r (;-i)+ j 

X ( |x(2 )_ J/(2)|2+ 2 T |x( l ) _ 2/(l)|2(iAl)^

holds for all T  > 0 and x, у € Km+d.

Proof. It is easy to see that (A5.5.2)-(A5.5.4) hold for At =  1 ,K t =
0  =  0,y>t{r) =  cirlA1 and h(r) = c\ V for some constant c\ > 1.
Moreover,

r 2 T

Qt  = Id. [xd
Jt

■(1) ™(t) \2l\ B  Г + Х

is invertible and
r 2 T

\\Qt \\2Jt lk(2)(*t(1))ll2d* =

dt

1
/y T | + x(1)|2,dt

Then, using the fact that for any r  > 0,
E sup |Bt(1)+ x (1)|2r < c(r)( |x (^ |2 r+ T r)

t€[0,T]

holds for some constant c(r) > 0, and noting that Lemma 5.5.5 implies

E |S t(1) + x ^ \ 2ldt(/,
= E{ E ( ( / T l(4 + t -  4 1}) + (4 1}+^(1))|2idt

- 2
d(1)LJrj-,

< C
T2(l+1)

for some constant C > 0, we conclude that

^ t r i x ^ j y ^ )  < ( e  sup h ( \B ^  + x ^ |  + |x ^  — 
V te[o,T]

<

x I E

c
jl+i

2 T

IB,( i ) - x■W\2ldt
- 2

гг(|х (1)|2(г_1)+ + |y(1)|2(,-D+ + f o l- P +)

holds for some constant c > 0. Therefore, the desired log-Harnack inequality 
follows from Theorem 5.5.7. □
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The remainder of this subsection is devoted to the proof of Theorem 
5.5.7. Let x = (a^1), x ^ ) ,  у = and T  > 0 be fixed. The idea
to establish a Harnack type inequality of P2t  using a coupling by change 
of measure is as follows: construct two processes X t,Yt and a probability 
density function R such that X 2x — Y2t , X q = x ,Yq = y, and

Then, by e.g. the Young inequality, for strictly positive /  one obtains

This implies the log-Harnack inequality provided E(R log R) < oo.
When the SDE is driven by an additive noise, this idea can be easily 

realized by adding a proper drift to the equation and using the Girsanov 
theorem. In the non-degenerate multiplicative noise case, the argument 
has been well modified in §3.4 by constructing a coupling with singular 
additional drifts. For the present model, as the SDE is driven by a mul­
tiplicative noise with a possibly degenerate and singular coefficient, it is 
hard to follow the known ideas to construct a coupling in one go. We will 
construct a coupling in two steps, where the second step will be realized 
under the regular conditional probability given B <1>:

(1) We first construct a coupling (X ^ jY /1̂ ) by change of measure for the 
first component of the process such that x \ 11 = у/ 1'' for t > T. This 
part is now standard as the first equation in (5.5.20) is driven by the 
non-degenerate additive noise

(2) Once x [11 = У/ 11 holds for t > T, the equations for x j Tl and Yt(2>
will have same noise part for t > T, so that we are able to construct a

(2) (2)coupling by change of measure for them such that X 2rf = У2Т;.

We first construct the Brownian motion Bt as the coordinate process 
on the Wiener space (fi, J7, P), where

0  = C([0,oo);Rm+d) = C([0,oo);Rm) x C([0,oo);Kd),

J7 is the Borel и-field, P is the Wiener measure (i.e. the distribution of the 
(m + (i)-dirnensional Brownian motion starting at 0). Let

Then Bt is the (m + d)-dimensional Brownian motion w.r.t. the natural
filtration Moreover, let = a{Bj1'1 : t > 0) and P^2> = a ( B ^  :

P2Tf(x)  = E f (X 2T), P2Tf(y) = E{Rf(Y2T)}, f e B b(r +d).

^ 2Tlog/(y) = Е{Д1оё /(У2Т)} = E {fllo g /(X 2T)} 
< E(R\ogR) + \ogP2Tf{x).

(5.5.21)
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0 < s < t), t > 0. It is well known that the conditional regular probability 
P(-|.F(1)) given exists. This structure will enable us to first construct 
a coupling y / 1̂ ) for the first component process up to time T  under
probability P, then construct a coupling (xj:2\  y/ 2>) for the second com­
ponent process from time T  on under the regular conditional probability 
P(-|Jr 1̂̂ ). For any probability measure P on (0, F), we denote by Ep the 
expectation w.r.t. P. When P =  P, we simply denote the expectation by E 
as usual.

Let X t =  (Х}*\x j 2>) solve the equation (5.5.20) with X q = x — 
Given Yq = у = G Rm+d, we are going to construct

y / 1̂ on Rm and y[ 2'> on Rd respectively, such that Y^ 11 = X ^  for t > T  
and Y $  = X $ .

5.5.2.1 Construction о /У /1̂

Consider the equation

dFt(1) =  b{1)(f,yt(1))df + u (1)(f)dBt(1) -  ut(1)df, У0(1) = yW,  (5.5.22) 

where

ut(1) := 2KT\xW -  y ^ \ e - KTt(Yt{1) -  Xt(1))
( 1 _ е - ^ Т ) |Х (1 )_ у а)|

Obviously, the equation has a unique strong solution before the coupling 
time

П := inf {t > 0 : X t(1) = Ytw  }.di)i

Then, letting У-/ 1* = Х \ ч for t > t\, we see that (ytllJ)t>o is a strong 
solution to (5.5.22). So, we can reformulate as

rW (i)>

„ ( 1 ) _ 2KT) x ^  -  y(1'>\e-KTt(Yt{1) -  X t(1)) i
(1 — е~2КтТ) \ Х ^  — Ytdi)i L[o,r,)(*), t > 0. (5.5.23)

Proposition 5.5.9. For any t >  0,

|Xt(1) -  Yt(1> | <( i ) i
3- K T t  _  e - K T ( 2 T - t )  

1 -  e -2K t T  

<  |z (1) - ? / (1)|l[0,T]W-

c(1) - y (1)|l[0,r]W (5.5.24)

Consequently, T\ < T  and x [ ^  = Y^V> for t > T .
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Proof. By (A5.5.3) and (5.5.23), we have

d|Xt(1) -  Yt(i>| < (А Т|* Г  -  Y^>\ -  

for t £ [0,Ti) П [0,T\. Then

l*t(1) -  ^ 1  < е~ Т - е ^ — |̂ж(1) " y(1)|
for t £ [0,ri) П [0,Т]. This implies that т\ < T  and also (5.5.24) since 
x j 1'1 = Y f 1̂ for t > T\. □

To formulate (5.5.22) as the first equation in (5.5.20), we let

Bt(1) = Bt(1) -  f  ^ 1)(s)ds, t > 0.
Jo

Prom (A5.5.2) and (5.5.23) we see that £ ^ (s) is bounded and adapted. 
So, by the Girsanov theorem, Bt is an m-dimensional Brownian motion 
under the probability measure <Q)W := i?i(T)P, where

r(l)| (i) di)i 2Kt \x^  — y ^ \ e  Krt 
1 — е_2КтТ d t

R 1{ t ) ~ e x p \ ^ J ^ ( ^ 1){s),dBi1)) - ^ J ^  |£(1)(s)|2ds , t>

is a martingale. Obviously, (5.5.22) can be formulated as

dTt(1) = b « (f,y t(1))df + oW(f)dBt(1), Y0( i ) У( i ) (5.5.25)

As shown in (5.5.21), for the log-Harnack inequality we need to estimate 
the entropy of R\  := R\(T).

Proposition 5.5.10. Let Ri = R\(T). Then

— i/B l2
Е{Д1 log R\ } < Л2 (1_ е- 2КТТ)'

Proof. By n  < T, (A5.5.2), (5.5.23), we have

/ ' V 1)( r 4 m P<i< <
Jo

2KT\ x W - y M \ 2
X2T(1 -  e -2ktT) ■

(5.5.26)

(5.5.27)

Then, it follows from (5.5.22) and the definition of R\ that 

E{/?i log Ri} = Eq(i) logiii
Kt \x^  — t / 1̂ 2

= ^Eq(i) [  k (1)(t) lv ^ \ 2d t<  
* Jo A 2 ,(l-e -2 ъ т у □
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5.5.2.2 Construction of У/2̂

Let

&(2) = a ^ ( t , Y t(1)y e A'(T- ^ Q ^ ( V ^ 2) -  X (2)) \ [T,2T](t), t > 0.

( 2 )Let Yt ' solve the equation

dYt{2) =  {ЛУ/2) + 6 (2)(t,yt(1))}dt+  a(2)(t,Ft(1)){dBf(2) - e t(2)dt} (5.5.28)

with Yq2'* = y(2\  Since under P(-)Jr(̂ 1̂ ) the processes x j 11 and У/1 * are fixed 
and b \2) is a d-dimensional Brownian motion, by (A5.5.4) this equation 
has a unique solution. Since X[1 ’ =  Y"/11 for t >T,  for the present 6® we 
have

A x [ 2) + M2)(f, Xt(1)) -  {AYt{2) + b{2\ t , У)} = A {x l2) -  yt(2)), t > T.

So,
r 2 T

X 2T -  Y2T = eAT( X ^  -  У®) + /  ед(2Т“ 4)(7(2)(*, yt(1))£t(2)df =  0
J T

as У/1̂ =  X^1 ’ for t > T. Therefore, Х 2т = У>т- Moreover, let

R2(t) =  exp ' Г  f i e l d s
. J T  z J T

, t G [T, 2Т].

Proposition 5.5.11. C/nder P ( . | ^ ) ,  {Д2(<)}46[г ,2П *  an Xf2̂ -
martingale and R2 := R2(2T) satisfies

ErP(.|^(i)) { Д2 log R2 }

< _  vm f  +  fYfzV d»») -  yM |‘)}

r 2 T

X sup /i(|yt(1)| +  |x(1)- y (1)|)||Qy1||2 /  ||<7(2>(t,yt(1))||2df.
t€[0,T] dT

Proof. We make use of an approximation argument. Let £i2)(s) = 

^ 2)l{id2)l<n}’ and let

R2,n{t) = exp I J  {^2\ s ) ,d B i2)) - \ j T lCi2)(s)|2ds , n > l , t  e  [T,2T].
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T h en  {R 2 , n ( t ) } t e [ T , 2T } is an  .7* -m artin g a le  u n d e r P ( - |J r 1̂ i) . So, 
to  show  th a t

E p(.|jr(!)){i?2,n log i?2,n } (t)

<  у  { e 2 ert> (2> -  s O)|2 +  - e ^ ~ l y r ( | s (1) -  l/(1>i2) }

x  sup  / i ( |y / ^ |  +  |a;^l — 
te[o,T]

r 2 T

X I IQ ^ ll2 /  \ \ a ^ ( t , Y tW )\\2d t
J t

holds for all t G [ T ,  2T] an d  n  >  1. L et <Q>2,n =  f?2,n (2T )P (- |^ r 1̂l) . By th e
G irsanov  theo rem , u n d e r <Q>2,n th e  process

/•Tvt
Bf(2) := Bt{2) -  /  t fHsjds,  f €[0,271 

J t

is a  d -d im ensional B row nian  m otion . T h en , by  th e  defin ition  of £rV^(s)i for 
any  t G [T , 2T] we have

®'P( |Jr(1) ) { ^ 2,n b g  T?2,n } (t)

1 f 27,
=  E q2,„ log R 2,n(t) < 2  J  E Q2,n k i2) ( s ) |2ds

<  у  (Е р (.|я 1,)Д 2,„ (2Г ) |4 2) -  y £ 2)|2)  (5 '5 '30)

r 2 T

X IIQ t 4 2 J t  l k (2) (S,y < 1)) | |2d s .

Since {f?2,n(t)}te[o,T] is a n  У ((2'-m a rtin g a le  u n d e r Р ( - \ Г ( ^ ) ,  an d  R i , n { T )  =  
1 , we have

Е Р (.И О ){ Д 2, п ( 2 Т ) |^ 2) -  У ®  |2} =  Ep(.f (1))|X^2) -  Y ± 2 ) \2 . (5.5.31)
F inally , by  (A 5 .5 .4 ) ,  (5.5.24) an d  I to ’s fo rm ula, we o b ta in

d |X t(2) -  y t(2) |2

<  2 { 0 T |Xt(2) -  У / 2 )|2 +  ^ r (| x (1) -  *f(1 )|2) M I ^ (1 )| +  l * (1) -  2/(1 ) l ) } d t

+  2 ( x f ) - y t(2),{ a ( 2) ( f ,X t(1) ) - a (2) ( f ,y t(1))} d B t(2)>, t  G [ T , 2 T ] .  

Since h  >  1, th is  im plies

Ер(.И 1))| ^ 2)- У ® |2

< (e2e’-’><2) -  »(2>l2 + e” e T~ ‘ w d * 111 -  " " ’I2))

x  sup  Л ( |У /^ | +  — y ^ l |) .
te[o,T]

C om bining th is  w ith  (5.5.30) an d  (5.5.31), we prove (5.5.29).

it remains

(5.5.29)

□
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Proof. (P roof of Theorem  5.5.7) Let X t = ( X ^ ,  x { 2>) and Yt = 
be constructed above. Then =  Yrr- Let R  = R \Д2. By 

Propositions 5.5.9, 5.5.10, 5.5.11, and noting that the distribution of y(B 
under # iP  coincides with that of XB)(j/(1)) under P, we have EP(.|^(i))l?2 = 
1 and

E{f?logf?} = E{(i?i logiZOEpj.i^DjBa} + E|f?iE]p(.|_^(i))(i?2 log-R2) j

^  K T\x(1) -  t/(1)|2 
-  \ 2T{1 -  е~2КтТ)

+  y E » " ' |  ( е * « У 2> -  j,<2>|2 + - - g y  W (l*<‘> -  < ,«|2))

r 2 T  4

x sup /i(|Xt{1)| +  |x(1)- 2/(1)|)||Q^1||2 /  ||a(2)(*,Xt(1))||2d fi.
te[o,T] Jt  J

Combining this with the definition of Фу, we obtain
E{-Rlogi?}
^  Кт\х^  — y^ \ 2 вт 1̂̂ тТ'^т(х^1\ j/ B )
~ \ 2T{1 -  e -2KrT) +  2 (5.5.32)

x | | x (2) -  y(2)|2 + -----— ---- <Pt {\x {1) -  y(1)|2) | .

Since B {2) is a d-dimensional Brownian motion under P(-|drB))! by the 
Girsanov theorem, under /?2P ( '|^ ^ )  the process

B {t2) := B ? ] -  £  Ci2)ds, t £ [T, 2T]

is a d-dimensional Brownian motion. Noting that

y ( 2) = у ( 2) + Г {A Y (2) +bW(s,Y j1))}ds+ [  o{2)(s,Ysw ) d B ^
Jt  Jt

holds for t £ [T , 2T], we see that the distribution of under ЛгРН-С*-1-’) 
coincides with that of Y^t under P(-|J'^1̂ ), where

yt(2)= T t(2), t £ [0, T],
and when t £ [T , 2T]

y ( 2 )  =  y ( 2) +  Г ^ A y { 2 )  + b ( 2 ) ( s  y ( l ) ^ d s +  Г  <T(2) ( s , y s(1) ) d B ( 2).
Jt  Jt

Therefore,

Ep(.^(i)){^2 log/(y2T)} = Ep(.|̂ (1)){ log/(y2(̂ ),F2(2))}.
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Combining this with X 2t  = Y2t > we obtain 
E {R \og f (X2T)} = E { R 1R2\ogf(Y2T)}

= E fi?1EP(.|jr(i)){i?2 log/(У2т)})
;  r m  -  (2) (5 -5 -33)= Е (д 1ЕР(.|̂ Ц){ log / ( r '^ y ® ) } )

= E{i?x lo g /(yW ,y® )} .
Moreover, again by the Girsanov theorem, under f?iP the process 
(b \1\  -Bj2̂ )tG[o,2T] is a (d + m)-dimensional Brownian motion, recall that

r T M

Bt(1) =  Bt(1)-  /  e(1)(s)ds, t € [0,2T].
Jo

Noting that (Yt(1), Yt(2̂ ) solves the equation

fd r t(1) = 6(1)(t,yt{1))dt + (T(1)(t)dBt(1), У0(1) =  2/(1),
\ d r t(2) =  {AYt(2) +  M2>(i,У4(1), Yt(2))}df +  u(2)(t,y t(1))d S t(2), У0(2) =  у® ,

we conclude that the distribution of ( Y ^  ,Y2t ) under Ri P coincides with 
that of X 2т(у) under P. Therefore, it follows from (5.5.33) and the Young 
inequality that

P2T log f (y) = E{R1 log f (Y^ , У2(2))} = E{R  log f ( X 2T)}
< logP2rf{x)  +E{R\ogR}.

Combining this with (5.5.32) we complete the proof. □
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In d ex

B (x ,r ) :  geodesic ball at x  with 
radius r, 52 

C^-compatible, 1 
C P(M ) = R 0 CJ(M ), 83 
t f2’1, 133
Pu G Rd ® Rd, и G O (M ), 228 
WT =  C ([0 ,T }1M ), WXT =  { 7 €

W T ■. =  x } , 228
^ [o,t ] =  {-^(}te[o,T), 228 
Cn (L) =  {/  G C °°(M ), IV/ =  0, L f  G 

В ь{М )}, 142
X> =  {0  G Cb2(M ) : inf 0 =  1,1 >

—IV log <£}, 142 
Ф-entropy, 181 
Ricz =  Ric — V Z , 51 
cut =  { ( i , j ) : i G cut(i/)}, 62 
p-tensor, 7
CP(M ): set of all Cp-smooth real 

functions on M, 2 
C p(x ): set of Cp-smooth real 

functions defined in a 
neighborhood of x, 2 

Cq(M ): set of all C^-smooth real 
functions on M  with compact 
supports, 2

CP(M ): the set of functions in 
C P(M ) with bounded derivatives 
up to order p, 9

D°F\ the damped gradient on path 
space, 235

H e '- the horizontal vector field 
induced by e G Rd, 8

I ( X ,X ) :  index form of X ,  11 
Mx,y: mirror reflection from TXM  to 

TyM, 62
O (M ): orthonormal frame bundle of 

M, 8
Px.y ■ TXM  —> TyM: parallel 

transform, 62
Q x t G Rd ® Rd: the multiplicative 

functional, 229 
TM: vector bundle on M, 3 
TXM: tangent space at x, 2 
W p: Lp-transportation-cost or

Wasserstein distance induced by p, 
17

X*ghTy  the quasi-invariant flow, 235 
B (E ): set of all measurable functions 

on E , 16
B + (E): set of all bounded

non-negative measurable functions 
on E , 16

Bb(E): set of all bounded measurable 
functions on E , 16 

C (p, v): set of all couplings of p  and 
i/, 15

Д р =  — (dd* +  d*d): the negative 
Hodge-de Rham Laplacian on 
fF(M ), 8

Л о(М ): horizontal Laplace operator, 
9

d: exterior differential, 7 
Г (TM):  set of all vector fields on M, 

3
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ГP{T M ): set of all (^-smooth vector 
fields on M , 3

H z', horizontal lift of Z  € T M , 9 
I: second fundamental form of d M ,

12
QP(M ): set of smooth p-forms on M ,

7
n j : the distribution of the reflecting 

diffusion process with initial 
distribution p and time-interval 
[0,71, 242

n j : the distribution of -Xp Tj, 239 
Ric: Ricci curvature, 6 
Sect: sectional curvature, 6 
cut(x): the cut-locus of x, 5 
d*: codifferential, 8 
Sx - Dirac measure at x , 18 
divM: the divergence operator w.r.t. 

p, 243
7 : tangent vector of curve 7 , 4 
iM- injectivity radius of M , 5 
V (E ): set of probability measures on 

E , 15
1Z: curvature operator, 5 
Ao(M ): all smooth vector fields on M  

with compact support, 242 
pa: area measure induced by p, 10 
p : O (M ) -A M : canonical projection,

8
pg : Riemannian distance to the 

boundary of the manifold, 13 
po: Riemannian distance to point o, 4 
a (L ): spectrum of L, 39 
a css(L): essential spectrum of L, 39 
vol(dx) =  dx: volume measure, 3 
Q ( : Hamilton-Jacob semigroup, 114

boundary, 12 
convex, 12 
injectivity radius, 13

condition
Hormander, 257 
Kalman rank, 259 

connection, 3 
Levi-Civita, 4

coupling
by parallel displacement, 63 
by reflection, 63 
for probability measures, 15 
optimal, 18 
Otto-Villani’s, 83 
shift, 20 
successful, 19 
Wasserstein, 18

coupling by change of measure, 22 
curvature, 5 

Ricci, 6 
sectional, 6 

cut-locus, 5

derivative 
covariant , 8 

differential structure, 1 
distance

Riemannian, 4 
Wasserstein, 17

equation
backward Kolmogorov, 52 
forward Kolmogorov, 52 

exponential map, 4 
exterior differential, 7

field
Jacobi, 6 
vector, 3 

form
differential, 7 
second fundamental, 12 

formula 
Bismut, 23
Bochner-Weitzenbock, 9 
coarea, 10 
derivative, 54 
first variational, 10 
Green, 10
integration by parts, 23 
Monge-Kontorovich, 17 
second variational, 10 

function
compact, 262
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geodesic, 4 
minimal, 4, 33 

ground state, 128

horizontal lift, 9

inequality
F-Sobolev, 42 
Ф-entropy, 182 
FKG, 16 
Harnack, 22, 25 
HWI, 74
intrinsic super, 40 
intrinsic super Poincare, 128 
log-Harnack, 28 
log-Sobolev, 42, 72 
Nash, 43 
Poincare, 39 
Poincare type, 39 
shift Harnack, 23 
Sobolev, 43 
super, 129 
super Poincare, 40 
weak Poincare, 43 
weighted log-Sobolev, 79 
Young, 30 

injectivity radius, 5

lemma 
index, 11

local (coordinate) chart, 2

manifold, 2
differentiable, 2 
orientable, 7 
Riemannian, 3 

measure
quasi-invariant, 24 
invariant, 24 
volume, 3

multiplicative functional, 229

normal frame, 9

operator
compact, 40

damped gradient, 235 
divergence, 6 
Feller, 24 
gradient, 6 
horizontal Laplace, 9 
Laplace, 6 
Markov, 25, 33 
strong Feller, 24 

optimal transportation map, 18 
orthonormal frame bundle, 8

process
diffusion, 50 
horizontal diffusion, 49 
horizontal reflecting diffusion, 141 
reflecting diffusion, 142 

product 
inner, 3 
alternating, 7 

property
tensorization, 78

semigroup 
diffusion, 50 
Hamilton-Jacob, 114 
hypercontractive, 74 
intrinsically ultracontractive, 128 
supercontractive, 74 
ultracontractive, 74 

space
geodesic, 33

tail norm, 42 
tangent space, 2 
tangent vector, 4 
theorem

Hessian comparison, 11, 13 
Laplacian comparison, 11, 14 

transportation, 16 
cost, 17 
parallel, 4

vector bundle, 3




