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Preface

Speculations and commentary on the relation between information theory 
and biology range from Quastler’s classic 1954 volume to the most current 
literatures. Almost at random, Brennan et al. (2012) find that informa­
tion theory allows analyses of cell signaling capabilities without necessarily 
requiring detailed knowledge of the signaling networks. Adami (2012) ex­
amines the use of information theory in evolutionary biology, Schneider 
(2010) gives an overview of molecular information theory, Wallace (2014c) 
uses the theory to explore evolutionary ‘Cambrian explosions’ , and so on 
and on.

Here, we shall combine information theory and control theory via the 
Data Rate Theorem, and apply information-theoretic ‘hidden symmetry’ 
arguments to explore the central role of available metabolic free energy in 
physiological processes.

There is an important context to this attempt.
First, Swerdlow’s mitochondrial cascade hypothesis for Alzheimer’s dis­

ease (AD) (Swerdlow et al. 2010) proposes that a person’s genes deter­
mine their baseline mitochondrial function and durability. While both par­
ents influence one’s lifetime AD risk, since mtDNA is maternally inherited, 
mothers have a greater impact than fathers. It is generally accepted that 
mitochondrial function declines with age, and data suggest this drives a 
variety of age-associated physiological changes. It is likely cell physiol­
ogy initially compensates for and adapts to this change, but eventually 
a point is reached at which adequate compensation is no longer possible. 
A generalized mitochondrial cascade hypothesis, following Swerdlow’s lead, 
proposes that a person’s genetically determined mitochondrial starting line, 
in conjunction with their genetically and environmentally determined rate 
of mitochondrial decline, determines the age at which a broad spectrum of
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clinical diseases ensue.
A second line of argument goes in precisely the other direction: Rossig- 

nol and Frye (2010, 2012) collate evidence of mitochondrial dysfunction in 
autism spectrum disorders, associated with neurodevelopmental patholo­
gies driven by a metabolic energy deficit (Giulivi et al. 2010; Go et al. 
2014). Palmieri and Persico (2010) argue that mitochondrial function may 
play a critical role not just in rarely causing disease, but also in frequently 
determining to what extent different prenatal triggers will derange neu­
rodevelopment and yield abnormal postnatal behavior, presumably through 
failure of essential and highly energy-dependent regulatory mechanisms.

Another, similar, mitochondrial dysfunction model can be applied to 
schizophrenia, which can be seen as a later stage ‘developmental’ disorder, 
often associated with post adolescent neural pruning (Ben-Shachar 2002; 
Parbakaran et al. 2004; Shao et al. 2008; Scaglia 2010; Clay et al, 2011).

More generally, natural cognitive systems operate at all scales and levels 
of organization of biological process (e.g., Wallace, 2012a, 2014a). The 
failure of low level biological cognition in humans is often expressed through 
early onset of the intractable chronic diseases of senescence (e.g., Wallace 
and Wallace, 2010, 2013). Failure of high order cognition in humans has 
been the subject of intensive scientific study for over two hundred years, 
with little if any consensus. As Johnson-Laird et al. (2006) put it,

Current knowledge about psychological illnesses is com­
parable to the medical understanding of epidemics in the 
early 19th Century. Physicians realized that cholera, for 
example, was a specific disease, which killed about a third 
of the people whom it infected. What they disagreed about 
was the cause, the pathology, and the communication of 
the disease. Similarly, most medical professionals these 
days realize that psychological illnesses occur... but they 
disagree about their cause and pathology.

As the media chatter surrounding the release of the latest official US 
nosology of mental disorders -  the so-called ‘DSM-V’ -  indicates, this may 
be something an understatement. Indeed, the entire enterprise of the Diag­
nostic and Statistical Manual of Mental Disorders has been characterized 
as ‘prescientific’ (e.g., Gilbert, 2001). Atmanspacher (2006), for example, 
argues that formal theory of high-level cognition is itself at a point like that 
of physics 400 years ago, with the basic entities and the relations between 
them yet to be determined. Further complications arise via the overwhelm­
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ing influence of culture on both mental process and its dysfunction (e.g., 
Heine, 2001; Kleinman and Cohen 1997), something to which we will re­
turn. Chapter 5 of Wallace and Wallace (2013) provides a more detailed 
exploration.

It seems increasingly clear that the stabilization and regulation of high 
order cognition is as complex as such cognition itself.

Some simplification, we will show, is possible. High level cognition can 
be described in terms of a sophisticated real-time feedback between interior 
and exterior, necessarily constrained, as Dretske (1994) has noted, by the 
asymptotic limit theorems of information theory:

Communication theory can be interpreted as telling one 
something important about the conditions that are needed 
for the transmission of information as ordinarily under­
stood, about what it takes for the transmission of semantic 
information. This has tempted people... to exploit [infor­
mation theory] in semantic and cognitive studies...

...Unless there is a statistically reliable channel of com­
munication between [a source and a receiver]... no signal 
can carry semantic information... [thus] the channel over 
which the [semantic] signal arrives [must satisfy] the ap­
propriate statistical constraints of information theory.

Intersection of that theory with the formalisms of real-time feedback sys­
tems -  control theory -  provides insight into matters of embodied cognition 
and the parallel synergistic problem of embodied regulation and control.

We invoke powerful statistical and mathematical tools in the study of 
these phenomena, taking seriously a remark by the mathematician John 
Kemeny to the effect that scientists continually rediscover and reapply well- 
known mathematical results using childish methods. Here, we begin with 
those results.

Chapter 1 introduces basic ideas from information and control theory 
and related matters. Chapter 2 focuses heavily on the ‘hidden symmetries’ 
in nonequilibrium phase transitions, first examining basic protein confor­
mations that collapse into amyloid formation, and then the extensions asso­
ciated with cognitive control and regulation of complex cellular biochemical 
phenomena. Chapter 3 looks at nonequilibrium phase transitions using a 
Black-Scholes ‘metabolic cost’ analysis, generalizing the methods of Tishby 
and Polani (2011), finding a biochemical analog to the Data Rate Theorem 
that connects information and control theories, and extending the argu­
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ment to a broad class of basic biological ‘retinas’ . Chapter 4 reexamines 
some of the questions raised in Chapter 3 using mutual information. Chap­
ter 5 studies second-order fragmentation effects that may be important in 
neurodevelopmental disorders. Chapter 6 extends the model to surprisingly 
canonical forms of cognitive failure that may express themselves at differ­
ent levels of organization. Chapter 7 explores the influences of environment 
and embodiment from these perspectives. Chapter 8 describes how excess 
demand for metabolic free energy is itself pathological, constituting a gen­
eralized inflammation that can lead to premature aging, and looks at the 
relation between AD and job stress, using data on the disorder from ‘right- 
to-work’ (RTW) and non-RTW states in the USA. The final chapter places 
these results in the context of the failure of molecular biology and other 
reductionist approaches to cash out on their considerable intellectual and 
financial investments, as characterized by the ‘decline in pharmaceutical in­
dustry productivity’ indexed by the exponentially increasing cost of bring 
new drugs to market shown in figure 9.1.

Although it might be possible to take a physics-like ‘statistical mechan­
ics’ perspective on these matters, we prefer to view the outcome of this 
analysis as providing a set of statistical models, not unlike dynamic re­
gression equations, that can be fitted to data. Such tools are suitable for 
comparing similar systems under different, and different systems under sim­
ilar, experimental or observational conditions. As the mathematical ecol­
ogist E.C. Pielou has noted (Pielou 1977, pp. 107-110), the principal use 
of mathematical models in the biological sciences is for raising hypothe­
ses for data-based study. It is, after all, quite unrealistic to expect that 
mathematical models of complex biological, ecosystem, or social phenom­
ena will often be ‘real’ in the sense that analytical mechanics, Maxwell’s 
equations, Einstein’s special relativistic and covariant gravitational equa­
tions, the Schroedinger and Dirac equations, or the Standard Model, pro­
vide detailed, predictive descriptions of what are, in comparison, relatively 
simple physical processes.

The mathematical level is at the advanced undergraduate or first year 
graduate student level, with some specialized material provided in an 
appendix.

The formal development is, from a certain perspective, quite surprisingly 
direct. By contrast, alternatives to failing ‘magic bullet’ interventions, as 
explored in Chapter 8, face deep cultural constraints.
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Chapter 1

Mathematical preliminaries

We begin with some standard results from information theory, make a sig­
nificant extension based on the homology between information and free 
energy noted by Feynman (2000) and others that will prove useful in later 
chapters, and end with a statement of the Data Rate Theorem that connects 
information and control theories.

1.1 The coding and tuning theorems

Messages from a source, seen as symbols Xj from some alphabet, each 
having probabilities Pj associated with a random variable X , are ‘encoded’ 
into the language of a transmission channel, a random variable Y  with 
symbols yk, having probabilities P ,̂ possibly with error. Someone receiving 
the symbol у к then retranslates it (without error) into some x к, which may 
or may not be the same as the Xj that was sent.

More formally, the message sent along the channel is characterized 
by a random variable X  having the distribution P (X  =  Xj) =  Pj, 
j  =  1,..., M.

The channel through which the message is sent is characterized by 
a second random variable Y  having the distributionP(F =  yk) =  Pk, 
к =  1,..., L.

Let the joint probability distribution of X  and Y  be defined as P (X  =  
Xj,Y =  yk) =  P ( x j , y k) — P j .k and the conditional probability of Y  given 
X  as P (Y  =  Ук\Х =  Xj) =  P{yk\xj).

Then the Shannon uncertainty of X  and У independently and the joint

1



2 An Information Approach to Mitochondrial Dysfunction

uncertainty of X  and Y  together are defined respectively as
м

H ( X )  =  ~ J 2 pjlog(Pj )
3=1 
L

H(Y) =  - ^ Р к Ы Р к )
k=1

M  L

H ( X , Y )  =  - J 2 J 2 P^ 1 °g (p^ ) ( 1.1)
j= 1 fc=l

The conditional uncertainty of Y  given X  is defined as
M  L

H(Y\X)  =  -  PjM\og[P{yk\xj )} ( 1 .2 )
j =l fc=l

For any two stochastic variates X  and Y, H{Y)  > H(Y\X),  as knowl­
edge of X  generally gives some knowledge of Y. Equality occurs only in 
the case of stochastic independence.

Since P (Xj,yk) =  Р (х ^ Р (у к\х^, then H(X\Y)  =  H ( X ,Y )  -  H(Y).
The information transmitted by translating the variable X  into the 

channel transmission variable Y  -  possibly with error -  and then re­
translating without error the transmitted Y  back into X  is defined as
I ( X ; Y) =  H (X )  -  H(X\Y) =  H (X)  +  H(Y)  -  H(X,  Y). See Cover and
Thomas (2006) for details. If there is no uncertainty in X  given the channel 
Y, then there is no loss of information through transmission. In general 
this will not be true, and in that is the essence of the theory.

Given a fixed vocabulary for the transmitted variable X ,  and a fixed 
vocabulary and probability distribution for the channel Y, we may vary the 
probability distribution of X  in such a way as to maximize the information 
sent. The capacity of the channel is defined as C =  maxp(j^) I (X ;  Y),  
subject to the subsidiary condition that ^ P ( X )  =  1.

The critical trick of the Shannon Coding Theorem for sending a message 
with arbitrarily small error along the channel Y  at any rate R < С  is to 
encode it in longer and longer ‘typical’ sequences of the variable X\ that is, 
those sequences whose distribution of symbols approximates the probability 
distribution P (X )  above which maximizes C.

If S{n) is the number of such ‘typical’ sequences of length n, then 
lo g ^ n )] ~  nH(X),  where H{X )  is the uncertainty of the stochastic vari­
able defined above. Some consideration shows that S(n) is much less than 
the total number of possible messages of length n.
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As n —> oo, only a vanishingly small fraction of all possible messages is 
meaningful in this sense. This, after some development, allows the Coding 
Theorem to work so well. The prescription is to encode messages in typical 
sequences, which are sent at very nearly the capacity of the channel. As 
the encoded messages become longer and longer, their maximum possible 
rate of transmission without error approaches channel capacity as a limit.

The argument can, however, be turned on its head, in a sense, to provide 
a ‘tuning theorem’ variant to the coding theorem.

Telephone lines, optical wave guides and the tenuous plasma through 
which a planetary probe transmits data to earth may all be viewed in 
traditional information-theoretic terms as a noisy channel around which 
it is necessary to structure a message so as to attain an optimal error- 
free transmission rate. Telephone lines, wave guides and interplanetary 
plasmas are, however, fixed on the timescale of most messages, as are most 
sociogeographic networks. Indeed, the capacity of a channel is defined by 
varying the probability distribution of the message X  so as to maximize 
I (X ;Y ) .

Assume, now, however, that some message X  so critical that its prob­
ability distribution must remain fixed. The trick is to fix the distribution 
P(x)  but now to modify the channel, to tune it, to maximize I{X\Y). A 
dual channel capacity C* can be defined as C* =  maxp(y),p ( y \ x )  I (X ;Y ) .

But C* =  maxp(y ) p (y|x) I ( Y ; X )  since I {X\Y)  =  H {X )  +  H(Y) -  
H ( X ,Y )  =  I (Y -X ) .

Thus, in a formal mathematical sense, the message ‘transmits the chan­
nel’ , and there will be, according to the Coding Theorem above, a channel 
distribution P(Y)  which maximizes C*.

Thus modifying the channel may be a far more efficient means of ensur­
ing transmission of an important message than encoding that message in a 
‘natural’ language which maximizes the rate of transmission of information 
on a fixed channel.

We have examined the two limits in which either the distributions of 
P(Y)  or of P (X )  are kept fixed. The first provides the usual Shannon 
Coding Theorem, and the second a tuning theorem variant. It seems pos­
sible, however, that for many systems P (X )  and P(Y)  will interpenetrate. 
That is, P {X )  and P(Y)  will affect each other in characteristic ways, so 
that some form of mutual tuning may be the most effective strategy in a 
particular case.
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1.2 The Rate Distortion Theorem

Suppose a sequence of signals is generated by a biological (or other) infor­
mation source Y  having output yn =  у\,у%,.... This is ‘digitized’ in terms 
of the observed behavior of the system with which it communicates, for ex­
ample a sequence of ‘observed behaviors’ bn =  b\, •••■ Assume each bn is 
then deterministically retranslated back into a reproduction of the original 
biological signal, bn —> yn =  y\, У2, •••■

Define a distortion measure d(y,y) comparing the original to the re­
translated path. Many distortion measures are possible. The Hamming 
distortion is defined simply as d(y, y) =  1, у ф у, d(y, у) — 0, у =  у.

For continuous variates, the squared error distortion measure is just
d(y,y) =  (У - У )2-

The distortion between paths yn and yn is defined as d(yn,yn) =

A remarkable characteristic of the Rate Distortion Theorem is that the 
basic result is independent of the exact distortion measure chosen.

Suppose that with each path yn and 6™-path retranslation into the y- 
language, denoted yn, there are associated individual, joint, and conditional 
probability distributions

Р(УП),Р(УП):Р(УП:УП),Р(УП\УП)- 
The average distortion is defined as

Д - ^ ( У ПМ 2/П, Г )  (1.3)
у П

It is possible to define the information transmitted from the Y  to the
Y  process using the Shannon source uncertainty of the strings:

I(Y, Y)  =  H(Y)  -  H{Y\Y) =  H(Y)  +  H(Y)  -  H(Y, Y)  (1.4)

where ...) is the standard joint, and H"(...|...) the conditional, Shannon 
uncertainties.

If there is no uncertainty in Y  given the retranslation Y , then no infor­
mation is lost, and the systems are in perfect synchrony.

In general, of course, this will not be true.
The rate distortion function R(D)  for a source Y  with a distortion 

measure d{y, y) is defined as

R ( D ) =  min I{Y, Y)  (1.5)
p(v p{y)p(v\v)d(v,y)<D
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The minimization is over all conditional distributions p(y\y) for which 
the joint distribution p(y,y) — p(y)p(y\y) satisfies the average distortion 
constraint (i.e., average distortion <  D).

The Rate Distortion Theorem states that R(D)  is the minimum nec­
essary rate of information transmission which ensures the communication 
between the biological vesicles does not exceed average distortion D. Thus 
R(D)  defines a minimum necessary channel capacity. Cover and Thomas 
(2006) or Dembo and Zeitouni (1998) provide details. The rate distortion 
function has been calculated for a number of systems, often using Lagrange 
multiplier or Khun-Tucker optimization methods.

R(D)  is necessarily a decreasing convex function of D  for any reasonable 
definition of distortion. That is, R(D)  is always a reverse J-shaped curve. 
This condition will prove central to characterizing the dynamics of systems 
that can be represented as having a RDF.

For the standard Gaussian channel having noise with zero mean and 
variance a2, using the squared distortion measure,

R(D)  =  l/21og[a2/£>],0 < D < a2

R(D) =  0, D >  cr2 (1.6)

Recall the relation between information source uncertainty and channel 
capacity: H[X] <  С  where H is the uncertainty of the source X  and С  the 
channel capacity. Remember also that С =  maxPrX) I(X-,Y),  where P(X)  
is chosen so as to maximize the rate of information transmission along a 
channel Y .

It is possible to give a rate distortion interpretation to the ‘tuning theo­
rem’ version of the Shannon Coding Theorem. Shannon (1959) noted what 
he characterized as ‘a curious and provocative duality’ between the prop­
erties of an information source with a distortion measure and those of a 
channel. This duality is enhanced if we consider channels in which there 
is a cost associated with the different letters. Solving this problem corre­
sponds to finding a source that is right for the channel and the desired cost. 
In a dual way, evaluating the rate distortion function for a source corre­
sponds to finding a channel that is just right for the source and allowed 
distortion level. We will have more to say on this in the following chapter.
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1.3 The Shannon-McMillan Theorem

The zero-error limit of the Rate Distortion Theorem is known as the 
Shannon-McMillan Theorem (SMT) (Cover and Thomas 2006), and serves 
as an important bridge to methods from statistical mechanics and nonequi- 
librium thermodynamics. The essential idea is that, for a broad class of in­
formation sources -  stationary, ergodic -  sufficiently long output sequences 
can be divided into two classes, the greatly larger being composed of ‘non­
sense’ that does not conform to the ‘grammar’ and ‘syntax’ associated with 
the source. This set has, in the limit of long enough sequences, a vanish­
ingly small probability of occurrence. The smaller set contains ‘meaningful’ 
sequences that do conform to grammar and syntax, and these are the high 
probability sequences. Let N(n)  be the number of meaningful sequences 
of length n emitted by an information source represented by the stochastic 
variate X.  Then the SMT states that the uncertainty of the information 
source, H[X],  can be written as

н[х\ = и™ log|iv(’l)ln—»oo 71
=  lim H ( X n|X0,

n—>oo

=  lim H ^ r r ^ A  (1.7)
n-> oc n +  1

where H{..|...) represents conditional and H ( .... ) joint Shannon uncertain­
ties.

In the limit of large n, H[X]  becomes homologous to the free energy 
density (FED) of a physical system at the thermodynamic limit of infinite 
volume. More explicitly, the FED of a physical system having volume V  and 
partition function Z(f3) derived from a system’s Hamiltonian, the energy 
function, at inverse temperature /3 (e.g., Landau and Lifshitz 2007) can be 
written as

F =  llm  n o g m , v ) \

V - ю с  (3 V
S  lim 106ЙДУМ 

V-*oc V

Feynman (2000), in fact, defines information as the free energy needed 
to erase a message, and shows how to construct an idealized machine that 
converts the information within a message into work, the definition of free 
energy.



Mathematical preliminaries 7

In sum, information is a form of free energy and the construction and 
transmission of information within organisms consumes metabolic free en­
ergy, with great losses via the second law of thermodynamics. If there are 
limits on available metabolic free energy, there will necessarily be limits on 
the ability of the organism to properly process information.

The analogy between information and free energy can be extended.

1.4 Biological renormalizations

To summarize a long train of standard argument (Wilson 1971; Binney et 
al. 1986), imposition of invariance of H  in equation (1.7) under a renormal­
ization transform in some implicit ‘size’ parameter I leads to expectation of 
both a critical point in Q , the inverse available rate of metabolic free en­
ergy, written Qc,  reflecting a phase transition to or from collective behavior 
across an array of physiological subsystems interacting via information ex­
change, and of power laws for system behavior near Qc-  Addition of other 
parameters to the system results in a ‘critical line’ or surface.

Let к =  (Qc  — Q)/Qc and take x  33 the ‘correlation length’ defining 
the average domain in I-space for which the information source is primarily 
dominated by ‘strong’ ties that disjointly partition interacting subsystems. 
The first step is to average across l-space in terms of ‘clumps’ of length 
L = <  I >. Then H[J,Q,X]  -> H[JL,Q L,X].

Taking W ilson ’s (1971) analysis as a starting point — not the only way 
to proceed -  the ‘renormalization relations’ used here are:

tf[Q L,J L,X ] = f (L )H [Q ,J ,X ]

=  (1.9)

with / ( 1 )  =  1 and =  J,Q i =  Q. The first equation significantly extends 
Wilson’s treatment. It states that ‘processing capacity,’ as indexed by H , 
representing the ‘richness’ of the system, grows monotonically as f(L) ,  
which must itself be a dimensionless function in L, since both H[Ql,Jl\ 
and H[Q, J] are themselves dimensionless. Most simply, this requires re­
placing L by L/Lq, where Lq is the ‘characteristic length’ for the system 
over which renormalization procedures are reasonable, then setting Lq =  1, 
hence measuring length in units of L0.

Wilson’s original analysis focused on free energy density. Under ‘clump­
ing,’ densities must remain the same, so that if F[Ql , Jl\ is the free energy
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of the clumped system, and F[Q, J] is the free energy density before clump­
ing, then Wilson’s (1971) equation (4) is F[Q,J]  =  L~3F[Ql , Jl ],

F[Ql ,J l ] =  L3F[Q,J}.
Remarkably, the renormalization equations are solvable for a broad class 

of functions f (L),  or more precisely, f (L/Lo),L0 =  1.
The second equation just states that the correlation length simply scales 

as L.
The central feature of renormalization in this context is the assumption 

that, at criticality, the system looks the same at all scales, that is, it is 
invariant under renormalization at the critical point. All else flows from 
this.

There is no unique renormalization procedure for information sources: 
other, very subtle, symmetry relations -  not necessarily based on the ele­
mentary physical analog we use here -  may well be possible. For example, 
McCauley (1993, p.168) describes the highly counterintuitive renormaliza­
tions needed to understand phase transition in simple ‘chaotic’ systems. 
This is important, since biological or social systems may well alter their 
renormalization properties -  equivalent to tuning their phase transition dy­
namics -  in response to external signals (Wallace 2005a).

To begin, following Wilson, take f (L)  =  Ld, d some real number d >  0, 
and restrict Q to near the ‘critical value’ Q c • If J  —>■ 0, a simple series 
expansion and some clever algebra gives

H =  Н0ка

X =  Щ (1-Ю)Ks
where a, s are positive constants. More biologically relevant examples ap­
pear below.

Further from the critical point, matters are more complicated, appear­
ing to involve Generalized Onsager Relations, ‘dynamical groupoids’, and a 
kind of nonequilibrium thermodynamics associated with a Legendre trans­
form of Я : S =  H -  QdH/dQ.

An essential insight is that regardless of the particular renormalization 
properties, sudden critical point transition is possible in the opposite direc­
tion for this model. That is, going from a number of independent, isolated 
and fragmented systems operating individually and more or less at random, 
into a single large, interlocked, coherent structure, once the inverse index 
Q falls below threshold.

Thus, increasing free energy exchange or information crosstalk between 
them can bind several different cognitive ‘language’ functions into a single,
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embedding hierarchical metalanguage containing each as a linked subdi­
alect, and do so in an inherently punctuated manner. This could be a dy­
namic process, creating a shifting, ever-changing pattern of linked submod­
ules, according to the challenges or opportunities faced by the organism.

This heuristic insight can be made more exact.
Suppose that two ergodic information sources Y  and В  begin to interact, 

to ‘talk’ to each other, to influence each other in some way so that it is 
possible, for example, to look at the output of В  -  strings b -  and infer 
something about the behavior of Y  from it -  strings y. We suppose it 
possible to define a retranslation from the В-language into the Y-language 
through a deterministic code book, and call Y  the translated information 
source, as mirrored by B.

Define some distortion measure comparing paths у to paths у , d(y,y). 
Invoke the Rate Distortion Theorem’s mutual information I(Y. Y ), which 
is the splitting criterion between high and low probability pairs of paths. 
Impose, now, a parameterization by an inverse coupling strength Q, and 
a renormalization representing the global structure of the system coupling. 
This may be much different from the renormalization behavior of the indi­
vidual components. If Q <  Q c , where Q c  is a critical point (or surface), the 
two information sources will be closely coupled enough to be characterized 
as condensed.

In the absence of a distortion measure, the Joint Asymptotic Equipar- 
tition Theorem gives a similar result.

Detailed coupling mechanisms will be sharply constrained through reg­
ularities of grammar and syntax imposed by limit theorems associated with 
phase transition.

Next the mathematical detail concealed by the invocation of the asymp­
totic limit theorems of information theory emerges with a vengeance. Equa­
tion (1.9) states that H  and the correlation length, the degree of coherence 
on the underlying network, scale under renormalization clustering in chunks 
of size L as

H[QL,JL\/f(L) =  H[J,K\

x [Ql ,Jl]L =  x (K,J) ,

with /(1 ) =  1, Qi — Q, Ji =  J, where we have rearranged terms.
Differentiating these two equations with respect to L, so that the right 

hand sides are zero, and solving for dQi/dL and dJ^/dL gives, after some
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consolidation,

dQL/dL =  uid\og(f)/dL +  u2/L  

dJL/db =  v1JLd\og(f)/dL+'^-JL (1.11)

The Ui,Vi,i — 1,2 are functions of Ql ,Jl , but not explicitly of L itself. 
Expand these equations about the critical value Ql =  Q c  and about

Jl =  0,

dQi/dL =  (Ql -  Qc )ydlog(f)/dL +  (QL -  Qc)z/R
dJ^/dL =  wJLd\og(f)/db +  x Jl/L (1-12)

The terms у — dui/dQL\QL=Qc ,z  =  du2/dQL\QL=Qc , w =  
Vi(Qc,0) ,x  =  v*2( Q c , 0) are constants.

Solving the first of these equations gives

Ql =  Q c  +  (Q -  Q c ) L zf(L)y  (1.13)

again remembering that Q i =  Q,J\ =  J, /(1 )  =  1.
Wilson (1971) iterates this relation, which is supposed to converge 

rapidly near the critical point, assuming that for Ql near Q c,

Qc/2 & Q C +  ( Q -  Qc )Lzf ( L ) v (1.14)

Now iterate in two steps, first solving this for f (L)  in terms of known 
values, and then solving for L, finding a value L c  that we then substitute 
into the first of equations (1.9) to obtain an expression for H[Q, 0] in terms 
of known functions and parameter values.

The first step gives the general result

f ( L c ) «  z Q № ! l  ( i . i 5)
V 2 VvLzJ y

Solving this for L c  and substituting into the first expression of equation 
(1.9) gives, as a first iteration of a far more general procedure (Shirkov and 
Kovalev 2001), the result

S(Lc) - Щ )  
x ( K , 0 ) * x ( Q c / 2 , 0 ) L c  =  XoLc (1.16)

which are the essential relationships.
Note that a power law of the form f (L)  =  Lm,m =  3, which is the 

direct physical analog, may not be biologically reasonable, since it says 
that ‘language richness’ can grow very rapidly as a function of increased 
network size. Such rapid growth is simply not observed.
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Taking the biologically realistic example of non-integral ‘fractal’ expo­
nential growth,

} {L)  =  Ls (1.17)

where S >  0 is a real number which may be quite small, equation (1.15) 
can be solved for Lc,  obtaining

T [Qc/(Qc-Q)}[1/{Sy+z)] n , 0) 
Lc  = ----------- уТ Щ Г )-----------  (L18)

for Q near Q c ■ Note that, for a given value of y, one might characterize 
the relation a =  Sy +  z =  constant as a ‘tunable universality class relation’ 
in the sense of Albert and Barabasi (2002).

Substituting this value for Lc  back into equation (1.15) gives a complex 
expression for H. having three parameters: 5, y, z.

A more biologically relevant form of f (L)  is a logarithmic curve that 
‘tops out’ ,

f (L)  =  mlog(L) +  1 (1.19)

Again /(1 )  =  1.
Using Mathematica 4.2 or above to solve equation (1.15) for L c  gives

 ̂LambertW[Aexp(z/my)\  ̂  ̂ ^

where A =  (z/my)2~1/y [Q c/(Q c ~ Q)Y^V■
The transcendental function LambertW(x) is defined by the relation

LambertW(x) exp(LambertW(x)) =  x.

It arises in the theory of random networks and in renormalization strate­
gies for quantum field theories.

An asymptotic relation for f (L)  would be of particular biological in­
terest, implying that ‘language richness’ increases to a limiting value with 
population growth.

Taking

f {L)  =exp [m {L - l )/L\  (1.21)

gives a system which begins at 1 when L =  1, and approaches the asymp­
totic limit exp(m) as L —> oo. Mathematica finds

_  my/z 
C LambertW[B\ ’ 1 ' ’
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where

В =  (my/z) exp(my/z)[2l/y[Qc /(Qc ~ Q)]~l/v]v/z
These developments take the theory significantly beyond arguments by 

abduction from simple physical models.
Note that, while we have focused on a single information source H , it 

is possible to expand the argument to the renormalization symmetries of a 
Morse Function constructed from a set of information source uncertainties, 
as will be done below.

1.5 The Data Rate Theorem

The Data Rate Theorem (DRT), a generalization of the classic Bode Inte­
gral Theorem for linear control systems, bridges a longstanding gap between 
information theory and control theory. It describes the stability of feedback 
control under data rate constraints (Nair et al. 2007). Given a noise-free 
data link between a discrete linear plant and its controller, unstable modes 
can be stabilized only if the feedback data rate X is greater than the rate 
of ‘topological information’ generated by the unstable system. For the sim­
plest incarnation, if the linear matrix equation of the plant is of the form 
xt+i =  A x t +  ..., where Xt is the n-dimensional state vector at time t, then 
the necessary condition for stabilizability is that

1  > \og[\det,Au\} (1.23)

where det is the determinant and A “ is the decoupled unstable component 
of A , i.e., the part having eigenvalues >  1. The determinant represents a 
generalized volume. Thus there is a critical positive data rate below which 
there does not exist any quantization and control scheme able to stabilize 
an unstable system (Nair et al. 2007).

The new theorem, and its variations, relate control theory to information 
theory and are as fundamental as the Shannon Coding and Source Coding 
Theorems, and the Rate Distortion Theorem for understanding complex 
cognitive machines and biological phenomena.

The Data Rate Theorem can be reframed in terms of metabolic free 
energy as providing the essential control signal, an argument that will recur 
frequently, explicitly and implicitly.

Suppose an intensity of available metabolic or other free energy is as­
sociated with joint and individual information sources having Shannon un­
certainties H(X,  Y ) 1H( X) , H( Y ) ,  e.g., rates % y ,  'Hx M.y -



Mathematical preliminaries 13

Although, as Feynman (2000) argues, information is a form of free en­
ergy, there is necessarily a massive entropic loss in its actual expression, so 
that a probability distribution of a source uncertainty H  might be written 
in Gibbs form as

_  exp [-H/wH]
/  exp [-H/ujT-^dH

assuming ui to be very small.
To first order

H  =  J HP[H]dH «  соП (1.25)

and, using the well-known relation (Cover and Thomas 2006)

H { X ,Y )  < H {X )  +  H(Y)  (1.26)

then

H ( X , Y ) < H { X )  +  H{Y)

Hx ,y  < И х  +  7-Ly (1-27)

Thus, allowing crosstalk between information sources consumes a lower 
rate of free energy than isolating them: it takes more free energy to isolate 
information sources than allowing them to engage in crosstalk.

Conversely, at the free energy expense of supporting two information 
sources, -  X  and Y  together -  it is possible to catalyze a set of joint paths 
defined by their joint information source. In consequence, given a physio­
logical or other system (or set of them) having an associated information 
source H an external information source Y  can catalyze the joint paths 
associated with the joint information source H(... ,Y)  so that a particular 
chosen reaction path has the lowest relative free energy.

In sum, at the expense of larger global free information expenditure -  
maintaining two (or more) information sources with their entropic losses 
instead of one -  the system can support the generalized physiology of a 
Maxwell’s Demon, doing work so that regulatory signals can direct system 
response, thus locally reducing uncertainty at the expense of larger global 
entropy production. The free energy feeding the regulatory information 
source Y  acts as the feedback control signal in a DRT model.





Chapter 2

A symmetry-breaking model

2.1 Summary

The rate of metabolic free energy availability serves as a temperature analog 
for the ‘spontaneous symmetry breaking’ of the group structure associated 
with the error minimization coding scheme of protein folding, characterizing 
a phase transition that collapses normal folding to a generalized autocat- 
alytic amyloid production in Alzheimer’s disease. Prion and intrinsically 
disordered protein (IDP) pathologies may present certain parallels, and ex­
tension of the argument is possible to the tiling symmetries that are central 
to the pathologies of more complex biological processes, taking Maturana’s 
perspective regarding the central role of cognition at every scale and level 
of organization of the living state.

2.2 Introduction

As described, Swerdlow’s mitochondrial cascade hypothesis for Alzheimer’s 
disease (AD) (Swerdlow et al. 2010) proposes that a person’s genes de­
termine their baseline mitochondrial function and durability. While both 
parents influence one’s lifetime AD risk, since mtDNA is maternally inher­
ited, mothers have a greater impact than fathers. Mitochondrial function 
declines with age, and this drives a variety of age-associated physiological 
changes. Cell physiology may initially compensate for and adapt to this 
change, but eventually adequate compensation is no longer possible. The 
mitochondrial cascade hypothesis proposes that a genetically determined 
mitochondrial starting line, in conjunction with a genetically and environ­
mentally determined rate of mitochondrial decline, determines the age at 
which clinical disease ensues.

15
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Here, we will propose a strikingly direct model of this dynamic that 
generalizes across much of the phenotype and pathology of development 
and aging, may apply to some pathologies of high order cognition (Scaglia 
2010), and seems relevant to certain other mitochondrial diseases. Indeed, 
as is well known, aging in general is closely linked to cellular mitochondrial 
function (e.g., D.C. Wallace 2005, 2010). As Lee and Wei (2012) put it, 
aging is a degenerative process that is associated with progressive accumu­
lation of deleterious changes with time, reduction of physiological function 
and increase in the chance of disease and death. Studies reveal a wide spec­
trum of alterations in mitochondria and mitochondrial DNA [mtDNA] with 
aging. Mitochondria are the main cellular energy sources that generate the 
cellular energy source ATP through respiration and oxidative phosphoryla­
tion in the inner membrane of mitochondria. The respiratory chain of that 
system is also the primary intracellular source of reactive oxygen species 
and free radicals under normal physiological and pathological conditions, so 
that mitochondria play a central role in a great variety of cellular processes.

Many biochemical studies of isolated mitochondria reveal that the elec­
tron transport activities of respiratory enzyme complexes gradually decline 
with age in the brain, skeletal muscle, liver and skin fibroblasts of normal 
human subjects. Numerous molecular studies demonstrated that somatic 
mutations in mitochondrial DNA accumulate with age in a variety of tis­
sues in humans. These age-associated changes in mitochondria are well 
correlated with the deteriorative processes of tissues in aging.

However, although abundant experimental data now support the con­
cept that decline in mitochondrial energy metabolism, reactive oxygen 
species overproduction and accumulation of mtDNA mutations in tissue 
cells are important contributors to human aging, the detailed mecha­
nisms by which these biochemical events cause aging have remained to be 
established.

Similarly, Park and Larsson (2011) conclude

The different types of pathologies that are caused by 
mtDNA mutations are remarkable, and in many cases there 
is a reasonably good correlation between genotype and 
phenotype. However, the underlying pathophysiology is 
not understood in any depth. Important challenges for the 
future involve understanding the downstream effects of mi­
tochondrial dysfunction on cell physiology in disease and 
aging.
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More generally, mitochondrial dysfunction is increasingly implicated in 
broadly developmental diseases such as autism and schizophrenia (e.g., 
Scaglia 2010; Shao et al. 2008; Clay et al. 2011).

To reach an understanding of downstream effects, we begin far afield 
indeed.

2.3 Biological symmetries

Critical phenomena in nonequilibrium biological processes have been the 
subject of intense study for some time. Smith et al. (2011), for example, ex­
amine biomolecular signal transduction switching using cutting-edge tech­
niques including operator and functional integral methods from reaction- 
diffusion theory, finding that

The lack of convenient symmetries in real biomolecu­
lar systems promises to make analysis intractable for most 
quantitative phenomenology, and a recourse to numerics is 
likely to be the only general-purpose solution.

In reality, the symmetries are there, but uncovering them is not straight­
forward, and many are more akin to Arabic tilings than simple rotations 
or translations. Indeed, a remarkable, but seemingly under appreciated, 
theoretical development has been the finding of a close relation between 
information theory inequalities and a spectrum of results in the theory of 
finite groups (e.g., Yeung 2008):

Given two random variables X\ and X?  having Shannon uncertainties 
H ( X i )  and H (X 2) defined in the usual manner, the information theory 
chain rule states that, for the joint uncertainty H(X\, X 2),

H ( X 1) +  H ( X 2) > H ( X 1, X 2) (2.1)

Similarly, let G be any finite group, and G\. G2 be subgroups of G. Let 
|G| represent the order of a group, i.e., the number of elements. Then it is 
easy to show the intersection G\ П G2 is also a subgroup, and that

tog[̂ l l + 1OEli l ISl0gliG^y1 (2'2)

Defining a probability for a ‘random variate’ associated with a group 
G as P r { X  =  a} =  1/\G\ permits construction of a group-characterized 
information source, noting that, in general, the joint uncertainty of a set
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of random variables in not necessarily the logarithm of a rational num­
ber. The surprising ultimate result, however, is that there is a one-to-one 
correspondence between unconstrained information inequalities and group 
inequalities. Indeed, unconstrained inequalities can be proved by techniques 
in group theory, and certain group-theoretic inequalities can be proven by 
techniques of information theory.

More generally, the theory of error-correcting codes, usually called al­
gebraic coding theory (Pretzel 1996, Roman 1997; van Lint 1999), seeks 
particular redundancies in message coding over noisy channels that en­
able efficient reconstruction of lost or distorted information. The full-bore 
panoply of groups, ideals, rings, algebras, and finite fields is brought to 
bear on the problem to produce a spectrum of codes having different ca­
pabilities and complexities: BCH, Goppa, Hamming, Linear, Reed-Muller, 
Reed-Solomon, and so on.

Here, we will provide examples suggesting that the relations between 
groups, groupoids, and a broad spectrum of information related phenomena 
of interest in biology are, similarly, surprisingly intimate.

Group symmetries associated with an error-minimization coding scheme
-  as opposed to error correction coding -  will dominate a necessary condi­
tions statistical model of a ‘spontaneous symmetry breaking’ phase tran­
sition that drives the collapse of protein folding to pathological amyloid 
production, and groupoids emerge as central in the study of a similar 
wide-ranging ‘ground state’ failure of cognitive process, adopting the Mat- 
urana/Varela (Maturana and Varela 1980) perspective on the necessity of 
cognition at every scale and level of organization of the living state.

2.4 Group structure of biological codes

Tlusty’s (2007) analysis of deterministic error-limiting codes (DEL) that 
minimize the impact of coding errors provides a basis for examining the 
problem of amyloid protein misfolding. Tlusty (2008) models the emer­
gence of the genetic code as a transition in a noisy information channel, 
using a Rate Distortion Theorem methodology. After some development, 
Tlusty finds the number of possible amino acids in a coding scheme is anal­
ogous to the well-known topological coloring problem. But while in the 
coding problem one desires maximal similarity in the colors of neighboring 
‘countries’ , in the coloring problem one must color neighboring countries by 
different colors. Explicitly, one uses Heawood’s formula (Ringel and Young
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1968) to determine the number of possible ‘amino acids’ given a codon 
graph designed to minimize errors in coding:

where chr{7) is the number of ‘colored’ regions, Int is the integer value of 
the enclosed expression, and 7 is the genus of the surface of the underlying 
code network -  basically the number of ‘holes’ in the code network. In 
general, 7 =  1 — (1/2)(V  — E +  F), where V  is the number of code network 
vertices, E  the number of network edges, and F  the number of enclosed 
faces.

The central trick is that one can obtain, for any DEL code, a basic 
group theoretic characterization by noting that the fundamental group (FG) 
of a closed, orientable surface of genus 7 -  in which the code network is 
taken as embedded -  is the quotient of the free group on the 27 generators 
a i , ..., a7, b\,..., fr7 by the normal subgroup generated by the product of the 
commutators

This is a standard construction (e.g., Lee 2000). For example, the FG 
of a sphere, an orientable surface with zero holes, is trivial, having only one 
element, while that of the torus -  a donut-like orientable surface with one 
hole -  is isomorphic to the direct product of the integers, written as Z  x Z, 
and so on.

That is, every DEL biological code is associated with a fundamental 
group. The more complex the code, the richer the symmetries of the as­
sociated error network, seen as embedded in a smooth surface of genus 7 . 
Indeed, a weakened ‘groupoid’ version of the argument will prove central to 
understanding the structure of cognitive process, as developed in a following 
section.

Wallace (2010) suggests that the overall scheme applies to a ‘protein 
folding code’ as well. Hecht et al. (2004) note that protein a-helices have 
the underlying ‘code’ 101100100110... where 1 indicates a polar and 0 
a non-polar amino acid. Protein /З-sheets, by contrast, have the simpler 
basic ‘code’ 10101010...

Equation (2.3), most directly, produces the table

chr(7) =  I n t [ - {7 +  \J 1 -f- 487)] (2.3)

a i b i a 1 1 6 1 1 . . . a 7 6 7 a 7 1 b 1 1 (2.4)



20 An Information Approach to Mitochondrial Dysfunction

7 ( #  surface holes) chr(7) ( #  error classes)
0 4
1 7
2 8
3 9
4 10
5 11

6, 7 12
8, 9 13

In Tlusty’s scheme, the second column represents'the maximal possible 
number of product classes that can be reliably produced by error-prone 
codes having 7 holes in the underlying coding error network.

Normal irregular protein symmetries were first classified by Levitt and 
Chothia (1976), following a visual study of polypeptide chain topologies in 
a limited dataset of globular proteins. Four major classes emerged; all a- 
helices; all /З-sheets; a/(3; and a +  /3, with the latter two having the obvious 
meaning.

While this scheme strongly dominates observed irregular protein forms, 
Chou and Maggiora (1998), using a much larger data set, recognize three 
more ‘minor’ symmetry equivalence classes; ц (multi-domain); a (small 
protein); and p (peptide), and a possible three more subminor groupings.

We infer that, from Tlusty’s perspective, the normal globular ‘protein 
folding code error network’ is, essentially, a large connected ‘sphere’ -  pro­
ducing the four dominant structural modes -  but having as many as three 
more attachment handles, in the Morse Theory sense (Matusumoto 2001). 
These basic entities then act to produce an almost unlimited set of func­
tional proteins under normal conditions.

2.5 The amyloid condensation

What happens to the fundamental group of a deterministic error-limiting 
code under conditions that are not normal? A clue can be found in specu­
lations about a supposed prebiotic ‘amyloid world’ as postulated by Maury 
(2009). This, in contrast to the current rich variety of normal protein 
structures and functions, would have been built on a single /З-sheet lami­
nation, and could show, by contrast to the normal protein world, at best 
a starkly simple structural spectrum based on replications of an eight-fold
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steric zipper (Sawaya et al. 2007).
As Goldschmidt et al. (2010) put the matter, regarding what they 

characterized as the ‘amylome’ ,

We found that [protein segments with high fibrillation 
propensity] tend to be buried or twisted into unfavorable 
conformations for forming beta sheets... For some proteins 
a delicate balance between protein folding and misfolding 
exists that can be tipped by changes in environment, desta­
bilizing mutations, or even protein concentration...

In addition to... self-chaperoning effects... proteins are 
also protected from fibrillation during the process of folding 
by molecular chaperones...

Our genome-wide analysis revealed that self comple­
mentary segments are found in almost all proteins, yet not 
all proteins are amyloids. The implication is that chaper­
oning effects have evolved to constrain self-complementary 
segments from interaction with each other.

Gamerdinger and Deuerling (2014) elaborate these ideas:

Molecular chaperones are found in all cells and are es­
sential for maintaining a functional proteome. The main 
function of chaperones is to promote correct protein fold­
ing by protecting non-native proteins from folding along 
pathways that lead to protein misfolding and aggregation.
To fulfill this task, chaperones must recognize a non-native 
protein, transiently bind to it, and then release it at pre­
cisely the right time to allow the substrate to proceed with 
its folding course. Many but not all chaperones use adono- 
sine 5 -triphosphate (ATP) [the central metabolic free en­
ergy source] to control the dynamic substrate binding and 
release cycle [Kim et al., 2013].

As Yao et al. (2009) put the matter,

Alzheimer’s pathology is accompanied by a decrease in 
expression and activity of enzymes involved in mitochon­
drial bioenergetics... [T]here is a generalized shift from gly­
colytic energy production toward use of an alternative fuel, 
keytone bodies. This is evidenced by a 45% reduction in
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cerebral glucose utilization in AD patients... Patients with 
incipent AD exhibit a utilization ratio of 2:1 glucose to al­
ternative fuel, whereas comparably aged controls exhibit a 
ratio of 29:1... [In comparison,] young controls exclusively 
use glucose...

Absent adequate rates of available metabolic free energy -  delivered 
through ATP or other means (Saio et al. 2014) the ‘fundamental group’ 
structure of the protein folding system essentially disappears in a Landau­
like spontaneous symmetry breaking leading to amyloid formation, which 
may trigger a catastrophic autocatalytic dynamic. As Querfurth and 
LaFerla (2010) put it

A/3 is a potent mitochondrial poison, especially affect­
ing the synaptic pool.. In Alzheimer’s disease, exposure to 
Af3 inhibits key mitochondrial enzymes in the brain and 
in isolated mitochondria... Cytochrome с oxidase is specif­
ically attacked.. Consequently, electron transport, ATP 
production, oxygen consumption, and mitochondrial mem­
brane potential all become impaired... [Instability and the 
irreparability of the brain’s mitochondrial genome allow 
the gradual accumulation of [deleterious] mtDNA muta­
tions...

Effective chaperoning requires considerable metabolic energy, and fail­
ure to provide levels adequate for both maintaining and operating such bio­
chemical translation machinery triggers a canonical ‘code collapse’. This is 
most likely to take place in a highly punctuated manner, leading to a com­
plex, two-fold autocatalytic runaway pathology in which amyloid plaques 
both catalyze their own growth (e.g., Sabate et al. 2003) and damage the 
chaperone mechanisms designed to overcome such protein misfolding.

We choose a classic formalism to examine the first stage of this dynamic, 
but other approaches to constructing an appropriate Morse Function (Pet- 
tini 2007) are possible.

The existence of a Tlusty-like error minimization coding structure 
implies the existence of some information source using that code-and- 
translator or code-and-chaperone channel. As Feynman (2000), following 
Bennett (1988) argues, it is possible to make a small (idealized) machine 
that transforms information received into work -  free energy. Indeed, Feyn­
man defines information precisely in terms of the free energy needed to erase
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it. Representing the intensity of available mitochondrial free energy as H, 
we write a pseudoprobability for an information source Xj  associated with 
coding mode j  and having source uncertainty Hj as

=  ^ » expl ~ f <2-5> E i=i exp[-Hi/wH)]
where ui is an appropriate scaling constant.

This leads to construction of a ‘free energy’ Morse Function, F, defined 
in terms of the rate of available metabolic free energy as

П
exp [—F/u'H] =  exp[—Hj/oj'H] (2.6)

i=i
See the Mathematical Appendix for a summary of standard material on 

Morse Functions.
The central insight regarding phase transitions in physical systems is 

that certain critical phenomena take place in the context of a significant 
alteration in symmetry, with one phase being far more symmetric than the 
other (Landau and Lifshitz 2007; Pettini 2007). A symmetry is lost in the 
transition -  spontaneous symmetry breaking. The greatest possible set of 
symmetries in a physical system is that of the Hamiltonian describing its 
energy states. Usually states accessible at lower temperatures will lack the 
symmetries available at higher temperatures, so that the lower temperature 
phase is less symmetric. The randomization of higher temperatures ensures 
that higher symmetry/energy states will then be accessible to the system. 
The shift between symmetries is highly punctuated in the temperature 
index.

This line of argument suggests the existence of complex forms of highly 
punctuated phase transition in code/translator function with changes in 
demand for, or supply of, the rate of metabolic free energy needed to run 
the protein chaperone machine. That is, applying a spontaneous sym­
metry breaking argument to the Morse Function F  generates topological 
transitions involving changes in the fundamental group defined by error 
code graph structure as the mitochondrial ‘temperature’ H decreases. As 
the rate of delivery of the free energy running the chaperone machines 
decreases, complex coding schemes can no longer be sustained, driving a 
punctuated shift of the fundamental group of the protein folding code to a 
degenerate, collapsed amyloid state.

Details of such an information phase transition may also be described 
using ‘biological’ renormalization methods of Chapter 1 that are analogous



24 An Information Approach to Mitochondrial Dysfunction

to, but much different from, those used in the determination of physical 
phase transition universality classes (Wilson 1971). Suppose, in manner of 
Chapter 1, it is possible to define a characteristic ‘length’ , say I, on the 
system. It is then again possible to define renormalization symmetries in 
terms of the ‘clumping’ transformation on F,  so that, for clumps of size L, 
in an external ‘field’ of strength J (that can be set to 0 in the limit), one 
can write, in the usual manner

F[Q(L),J(L)} =  f (L)F[Q(l ) ,J ( l ) }

X(Q(L), J(L))  =  X(9 (1̂ -J -(11 ) (2.7)

where x is a characteristic correlation length and Q is an ‘inverse temper­
ature measure’ , i.e., oc l/cuH.

As described in Chapter 1, very many ‘biological’ renormalizations, 
/(L ) , are possible that lead to a number of quite different universality 
classes for biological phase transition. Indeed, a ‘universality class tuning’ 
can be used as a tool for large-scale regulation of the system. Again, while 
Wilson (1971) necessarily uses f (L)  ос X3 for simple physical systems, fol­
lowing Wallace (2005a), it is possible to argue that, since F  is so closely 
related to information measures, it is likely to ‘top out’ at different rates 
with increasing system size, so other forms of f (L )  must be explored. In­
deed, standard renormalization calculations for f (L)  oc ,mlog(L)  +  1, 
and exp[m(L — 1 )/L\ all carry through.

Matters may, in fact, be even more complicated. Kim and Hecht (2006) 
suggest that overall amyloid fibril geometry is very much driven by the 
underlying /З-sheet coding 1010101, although the rate of fibril formation 
may be determined by exact chemical constitution. Sawaya et al. (2007) 
parse some of those subtleties. As described, they identify an eight-fold 
‘steric zipper’ symmetry necessarily associated with the linear amyloid fib­
rils. In essence, two identical sheets can be classified by the orientation 
of their faces (face-to-face/face-to-back), the orientation of their strands 
(with both sheets having the same edge of the strand up or one up and the 
other down), and whether the strands within the sheets are parallel or anti 
parallel. Five of the eight symmetry possibilities have been observed.

As mentioned earlier, Maury’s (2009) ‘amyloid world’ model for the 
emergence of prebiotic informational entities, based on the extraordinary 
stability of amyloid structures in the face of the harsh conditions of the 
prebiotic world, provides some further insights. From this perspective, the 
synthesis of RNA, and the evolution of the RNA-protein world, were later,
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but necessary events for further bimolecular evolution. Maury further ar­
gues that, in the contemporary DNA<^>RNA=>protein world, the primordial 
/З-conformation-based information system is preserved in the form of a cy­
toplasmic epigenetic memory.

Falsig et al. (2008) examine the many different strains of prions, finding 
that differences in kinetics of the elementary steps of prion growth underlie 
the differential proliferation of prion strains, based on differential frangibil- 
ity of prion fibrils. They argue that an important factor is the size of the 
stabilizing cross-/? amyloid core that appears to define the physical proper­
ties of the resulting structures, including their propensity to fragment, with 
small core sizes leading to enhanced frangibility. In terms of the protein 
folding funnel approach, they find that intrinsic frustration implies that 
several distinct arrangements favoring a certain subset of globally incom­
patible interactions are possible, reflecting the observed strain-dependent 
differences in the parts of the sequence incorporated into the fibril core.

In addition, they argue, there are unexplored similarities between 
Alzheimer’s and prion diseases, that is, the analogies between prion and A/3 
aggregates could be broader than initially suspected. Recent work on the 
transmissibility of different strains of Alzheimer’s disease in mouse models 
seems to definitively confirm those speculations (Watts et al. 2014; Stohr et 
al. 2014; Aguzzi 2014). Earlier epidemiological studies identified different 
forms of AD that may be associated with different autocatalytic amyloid 
subtypes (Mayeux et al. 1985; Friedland et al. 1988; Richie and Touchon 
1992).

As Westermark (2005) puts it,

Amyloid fibril proteins vary greatly in amino acid se­
quence and size, yet amyloid fibrils are similar in mor­
phological appearance and in many properties. In pro­
tein solutions above the critical concentration, fibrils form 
spontaneously after a lag phase, which may vary consider­
ably. Seeding a solution of an amyloidgenic peptide with 
preformed fibrils reduces the lag phase significantly by the 
elimination of nucleation. In seeding, it is believed that the 
seed grows by elongation at the ends of the fibrils where 
new monomers or preformed smaller aggregates are added. 
Interestingly, in vivo one and the same peptide can obtain 
different morphologies, depending on the seed. Thus the 
daughter fibrils tend to have the same morphology as the
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mother... Mixed amyloids seem... to be very uncommon.

Following Wallace and Wallace (2011), given the eight-fold symmetry 
possible to the amyloid fiber, say versions A —> H, then the simplest ‘amy­
loid frangibility code’ is the set of identical pairings

{ A A ,B B , . . . ,G G ,H H }

producing eight different possible structures and their reproduction by 
fragmentation-and-growth, analogous to, but simpler than, double helix 
reproduction. More complex symmetries, or the possibility of combinato­
rial recombinations, would allow a much richer structure, producing dis­
tinct Alzheimer’s disease species or quasi-species, in the sense of Collinge 
and Clarke (2007). Permitting different sequence lengths or explicitly iden­
tifying different sequence orders would vastly enlarge what Collinge has 
characterized as a ‘cloud’ of possibilities in the case of prion diseases, but 
likely applicable as well to Alzheimer’s disease(s), although, as Westermark 
(2005) comments, mixed amyloids seem relatively rare.

Recent work on prions appears to support something of Maury’s hy­
pothesis. Li et al. (2010) find that infectious prions, mainly what is called 
P r P Sc, a spectrum of /3 sheet-rich conformers of the normal host protein 
P rP c , undergo Darwinian evolution in cell culture. In that work, pri­
ons show the evolutionary hallmarks: they are subject to mutation, as 
evidenced by heritable changes of their phenotypes, and to selective am­
plification, as found by the emergence of distinct populations in different 
environments. One might speculate that prion diseases and the different 
strains of Alzheimer’s disease represent fossilized remains of Maury’s pre- 
biotic amyloid world.

A principal outcome of a full analysis, however, is that amyloid-/? dis­
ease is not a simple matter of self-driven autocatalytic reaction dynamics, 
as Sabate et al. (2003) and many others postulate. To paraphrase Quer- 
furth and LaFerla (2010), there is a heterogeneity of pathways that could 
initiate and drive AD. There is no single linear chain of events. Indeed, 
some changes are not pathologic but reactionary or protective. Thus, a 
multitargeted approach to prevent or treat AD, as used for other multi- 
genic disorders, is needed. They conclude that many current approaches, 
including the ‘amyloid hypothesis’, may be minor or wrong, and it may be 
that some critical aging-related process is the disease trigger.

In sum, AD is a complicated gestalt phenomenon that involves multi­
factorial deterioration in, or overwhelming of, the sophisticated cognitive
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biological control structures associated with chaperone dynamics.

2.6 Biomolecular generalizations

Reconsidering prion disease
As Cobb et al. (2007) put it, transmissible spongiform encephalopathies 

(TSE) represent a group of fatal neurodegenerative diseases associated with 
the conversion of the normally monomeric and a-helical protein P rP ° , to 
the /З-sheet-rich P rP Sc form, believed to be the main component of the 
infective agent. See figure 2.1.

f
Monomeric PrP

Fig. 2.1 Adapted from Cobb et al. 2007. Monomeric P rP c  is an assembly of a-helicies, 
stabilized and made physiologically active through interaction with a cellular lipid mem­
brane. The pathological P rP Sc form represents an amyloid condensation. The central 
point is that the P rP c /membrane composite can be viewed as a kind of inherent chaper­
one system whose failure, triggered by an infectious agent into autocatalytic catastrophe, 
overcomes available rates of mitochondrial-delivered metabolic free energy.

While the amyloid conformation has the lowest chemical free energy, the 
normal form is anchored to a lipid membrane, whose total assembly has a 
relatively lower free energy (e.g., Riesner, 2003). This can be modeled, in 
our formalism, by means of the information theory chain rule of equation 
(2.1). Again, we assume an underlying ‘code’ linked with an information 
source that uses it.

Recapitulating something of the argument of Section 1.5, suppose 
an intensity of available free energy is associated with each defined
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joint and individual information source having Shannon uncertainties 
H ( X , Y ) ,H ( X ) , H ( Y ) ,  e.g., rates K x ,y ,  Ux ,4 y .

Although information is a form of free energy, there is necessarily a 
massive entropic loss in its actual expression, so that the probability dis­
tribution of a source uncertainty H  might again be written in Gibbs form

p rrn  exp[-H/uH\
' fexp[-H/LjH]dH  ( ^

assuming ui is very small.
To first order, then,

H =  j  HP[H}dH «  шН (2.9)

and, using equation (2.1),

H ( X ,Y )  < H{ X)  +  H(Y)

H x ,y  <  T -ix  +  'H y  ( 2 - 1 0 )

Allowing crosstalk consumes a lower rate of free energy than isolating in­
formation sources; it takes more free energy -  higher total cost -  to insulate 
information sources than it does to allow them to engage in crosstalk.

Thus, at the free energy expense of supporting X  and Y  together, it is 
possible to catalyze a set of joint paths defined by their joint source so that 
a particular reaction pathway has the lowest relative free energy.

We must assume, then, that the system of P rP c /membrane is, in fact, 
a composite regulator-reactor, designed, at the expense of mitochondrial- 
driven metabolic free energy, to both use P rP c  for cellular processes 
and to prevent pathological amyloid condensation. Thus the question 
is not the change in ‘symmetry’ of the molecular transition P rP G —>• 
P rP Sc, but rather the change in ‘functional symmetry’ of the transition 
P rP c / membrane —» P r P Sc, which is a different matter altogether (e.g., 
Laganowsky et al. 2014). That latter transition, in the case of a TSE, 
appears catalyzed by an infectious agent that can overwhelm stabilizing or 
corrective mechanisms.

That is, it now seems necessary to extend the model to a spectrum 
of biological automata beyond protein chaperones. This, we will argue, 
suggests in turn that mitochondrial dysfunction provides a good part of 
the underlying trigger mechanism Querfurth and LaFerla (2010) suggest.

Intrinsically disordered proteins
As Csizmok and Tompa (2009) indicate, intrinsically disordered pro­

teins (IDP) lack a well-defined structure, yet carry out important functions
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often associated with the regulation of cell cycle and transcription, and 
their mutations are frequently involved in neurodegenerative diseases, as 
usual, caused by the structural transition of disordered proteins to insolu­
ble, highly ordered amyloid deposits.

Wallace (2012b) applies nonrigid molecule formalism to IDP, leading 
to very complex symmetry states for functional IDP’s that collapse upon 
amyloid condensation. The argument is worth summarizing.

Longuet-Higgins (1963), in his classic paper, argues that the symme­
try group of a nonrigid molecule is the set of all feasible permutations of 
the positions and spins of identical nuclei and of all feasible permutation- 
inversions, which simultaneously invert the coordinates of all particles in 
the center of mass.

The theory arising from this insight has had great success for under­
standing the spectra of modestly large molecules across much of chemistry 
and chemical physics. It can, with some development, be applied to the 
problem of understanding normal IDP dynamics.

Assume it possible to extend nonrigid molecular group theory to the 
long, whip-like frond of an IDP anchored at both ends, via a sufficient 
number of semidirect and/or wreath products over an appropriate set of 
finite and/or compact groups (e.g., Balasubramanian 1980). These are 
taken as parameterized by an index of ‘frond length’ L which might simply 
be the total number of amino acids in the IDP. In general, the number of 
group elements can be expected to grow exponentially, as 51Цj\Gj\\Hj\L, 
where |Gfc| and \Hk\ are the size, in an appropriate sense, of symmetry 
groups Gk and Hk- Hence, for large L, we are driven to a spontaneous 
symmetry breaking statistical mechanics approach on a Morse function, 
following the arguments of Pettini (2007). Typically, many such Morse 
functions are possible, and we construct one using group representations. 
See the Mathematical Appendix for a brief summary of standard material 
on Morse Theory.

Take an appropriate group representation by matrices and construct a 
pseudo probability V  for nonrigid group element ш as

exp[-| Хш\/кЦ
1 1 Е „е х р [-Ы /к Ь ]

where \ф is the character of the group element ф in that representation, i.e., 
the trace of the matrix assigned to ф, and |...| is the norm of the character, 
a real number. For systems that include compact groups, the sum may be 
an appropriate generalized integral. The most direct assumption is that
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the representation is ‘faithful’ , having as many matrices as there are group 
elements, but this may not be necessary.

The central idea is that F  in the construct

exp [ -F/ kL] =  ^exp[-|x«/|/kL]
V

will be a Morse Function in L analogous to free energy to which we can ap­
ply Landau’s classic arguments on phase transition. Again, the underlying 
idea is that, as the temperature of a physical system rises, more symme­
tries of the Hamiltonian become accessible, and this often takes place in a 
punctuated manner. Again, as the temperature declines, these changes are 
characterized as ‘spontaneous symmetry breaking’. Here, we take the IDP 
frond length L as a temperature index, and postulate punctuated changes 
in IDP function and reaction dynamics with its magnitude.

Given the powerful generalities of Morse Theory, however, virtually any 
good Morse Function will produce spontaneous symmetry breaking under 
these circumstances, i.e., the behavior of interest is not restricted to a Morse 
Function based on the system Hamiltonian.

Following Kahraman (2009), the observed ‘sloppiness’ of biological 
lock/key molecular reaction dynamics suggests that binding site symme­
try may be greater than binding ligand symmetries: binding ligands may 
be expected to involve (dual, mirror) subgroups of the nonrigid group sym­
metries of the IDP frond. Thus the symmetry breaking/making argument 
becomes

L —> more flexibility —> larger binding site nonrigid symmetry group 
—> more subgroups of possible binding sites for ligand attachment.

‘Fuzzy lock theory’ emerges by supposing the ‘duality’ between a sub­
group of the IDP and its binding site can be expressed as

Ba =  C0 V 1

where Ba is a subgroup (or set of subgroups) of the IDP nonrigid symmetry 
group, V 1 a similar structure of the target molecule, and Cp is an appro­
priate inversion operation or set of them that represents static or dynamic 
matching of the fuzzy ‘key’ to the fuzzy ‘lock’ , in the sense of Tompa and 
Fuxreiter (2008).

Following the taxonomy of their Table 1, if С  is a single element, and 
B ,V  fixed subgroups, then the matching would be classified as ‘static’.
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Increasing the number of possible elements in C, or permitting larger sets 
representing В and V, leads to progressively more ‘random’ structures in an 
increasingly dynamic configuration, as the system shifts within an ensemble 
of possible states, or, perhaps, even a quantum superposition of them.

A complete treatment probably requires a groupoid generalization of 
nonrigid molecule theory -  extension to ‘partial’ symmetries like those of 
elaborate mosaic tilings, particularly for the target species. This approach 
has been highly successful in stereochemisty, but remains to be done for 
nonrigid molecule theory.

The essential point, from the perspective of this monograph, is that the 
dynamic functioning of intrinsically disordered proteins can be described 
in terms of very elaborate symmetries indeed -  those of nonrigid molecules 
built from wreath products of simpler groups -  or their even more complex 
groupoid generalizations. Amyloid condensation to the steric zipper rep­
resents the collapse of those elaborate symmetries-of-function into much 
simpler conformations.

Glycan/lectin interaction
Glycan/lectin interaction at the surface of the cell, however, follows 

a different characteristic pattern. The glycan/lectin logic switch -  the so- 
called ‘glycosynapse’ -  has a markedly different dynamic from the IDP/IDR 
logic gate: no fuzzy-lock-and-key. Nonetheless, metabolic free energy con­
siderations still apply.

An example. The carbohydrate a-GalNAc interacts with the lectin 
biotinylated soybean agglutinin (SBA) in solution to form a sequence of 
increasingly complicated interlinked conformations at appropriate concen­
trations of reacting species. Dam et al. (2007) describe this ‘bind-and-slide’ 
process in terms of a change in topology, according to figure 2.2.

Initially, the lectin diffuses along (and off) the glycan kelp frond until a 
number of sites are occupied. Then the lectin-coated glycan fronds begin 
to cross bind, until the reaction saturates in a kind of inverse spontaneous 
symmetry breaking. Figure 2.2D shows an end-on view of the complex 
shown longitudinally in figure 2.2C.

Dam and Brewer (2008) generalize:

The bind-and-slide model for lectins binding to multi- 
valent glycosides, globular, and linear glycoproteins is dis­
tinct from the classical ‘lock and key’ model for ligand- 
receptor interactions. The bind and slide (internal dif­
fusion) model allows a small fraction of bound lectin
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Fig. 2.2 From Dam et al. (2007). (A) At first, lectin diffuses along and off the glycan 
kelp frond, until, (B), a sufficient number of sites are occupied. Then (C), the lectin- 
coated glycan fronds begin to cross bind and the reaction is saturated, and the gate 
thrown. (D) shows an end-on view of the complex in (C). A kind of spontaneous sym­
metry breaking with increasing lectin concentration is evident, with mode (A) far ‘freer’ 
than the locked-in state of modes (C) and (D). Details will vary with the particular 
glycan kelp frond and the impinging lectin species.

molecules to dynamically move from carbohydrate to car­
bohydrate epitope in globular and linear glycoproteins.
This, in turn, can facilitate lectin-mediated cross-linking 
of such glycoproteins on the surface of cells... Such cross- 
linked receptors, in turn, trigger signal transduction mech­
anisms... Indeed, a large number of transmembrane recep­
tors are found clustered... Thus the affinity and hence 
specificity of ligand-receptor interactions may be regu­
lated by epitope and receptor clustering in many biological 
systems.

Under typical physiological circumstances, glycans form a literal kelp 
bed bound to cellular surfaces, and the essential topological ‘intensity pa­
rameter’ -  the temperature analog -  becomes area density of the fronds. 
See Dam and Brewer (2010) for details. Oyelaran et al. (2009), for example, 
conducted density-dependent fluorescence experiments, and it was possible 
to take the observed intensity of that fluorescence as an index of chemical 
information channel capacity and switch operation, since no information 
transmission indicates no reaction, producing no fluorescence.
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Note that, from the perspective of Oyelaran et al., figure 2.2 could be 
reinterpreted as displaying a spontaneous symmetry breaking with increas­
ing ‘kelp frond’ area concentration at a given lectin concentration: from 
the relatively free modes of 2.2A, to the suddenly locked-in ‘on’ state of 
2.2C and 2.2D. That is to say, the ‘code’ implied by figure 2.2 is necessarily 
different from the ‘codes’ implied by the amyloid condensation or the IDP 
logic gate. Nevertheless, something much like equation (2.10) will dom­
inate the stability of the basic switching mechanisms at the cell surface, 
since the transmission of information is, often critically, a matter of free 
energy availability and control signal strength.

While IDP/IDR switches appear directly amenable to a direct symme­
try analysis, the understanding of glycosynapses at the cell surface requires 
a deeper analysis, both because of the apparently cognitive processes pro­
ducing the glycan kelp bed itself, and the different mechanism of the gly­
can/lectin switch itself (Wallace 2012c).

2.7 The groupoid structure of cognition

The previous sections examined protein folding and its dysfunctions largely 
from the perspective of relatively simple chemical dynamics, characterized 
by explicit symmetries. As the glycosynapse implies, however, matters 
rapidly escape even the complexity of group wreath products. In real­
ity, even amyloid and prion diseases are complex in vivo phenomena. As 
Greenwald and Reik (2010) put it,

Considering the often delicate balance between prop­
erly folded and misfolded proteins as well as the widespread 
occurrence of toxic protein aggregates in biology, it is not 
surprising that complex regulatory systems have evolved 
to maintain the balance of functional proteins necessary 
for life. These systems, collectively referred to as pro­
tein homeostasis, or ‘proteostasis’ ... comprise a vast net­
work that ranges from synthesis and folding (i.e., ribosome, 
chaperones, aggregases, disaggregases) to degradation (i.e., 
porteases, autophagy, lysosomal targeting). Outside of this 
proteostasis network, functional aggregates have their own 
controls that can involve external regulatory elements (i.e., 
enzymatic activation) or self-contained, autoregulatory 
elements.
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We will show that the earlier approach of explicit symmetries can be 
extended to the larger-scale machinery that uses deterministic-but-for-error 
biological or other codes -  or IDP components -  as relatively simple ele­
ments in more complex essential control systems. That is, as many have 
argued, the living state involves cognitive processes at every scale of orga­
nization (Maturana and Varela 1980; Wallace 2012a, 2014a). Many forms 
of cognition are associated with groupoid-characterized dual information 
sources, significantly extending the symmetry arguments above. The de­
velopment is surprisingly direct.

Atlan and Cohen (1998) argue that the essence of cognition involves 
comparison of a perceived signal with an internal, learned or inherited pic­
ture of the world, and then choice of one response from a much larger 
repertoire of possible responses. That is, cognitive pattern recognition-and- 
response proceeds by an algorithmic combination of an incoming external 
sensory signal with an internal ongoing activity -  incorporating the inter­
nalized picture of the world -  and triggering an appropriate action based 
on a decision that the pattern of sensory activity requires a response.

Incoming ‘sensory’ input is thus mixed in an unspecified but systematic 
manner with internal ‘ongoing’ activity to create a path of combined signals 
x — (ao, o i , ..., an, ...). Each а& thus represents some functional composition 
of the internal and the external. An application of this perspective to a 
standard neural network is given in Wallace (2005a).

This path is fed into some unspecified ‘decision function’ , h, generating 
an output h(x) that is an element of one of two disjoint sets Bq and B\ of 
possible system responses. Let

Bq =  {bo, bk},

=  {bfe+i,..., 6m}.

Assume a graded response, supposing that if

h(x) G B 0, 

the pattern is not recognized, and if

h{x) G B\,

the pattern is recognized, and some action bj, к +  1 <  j  <  m takes place.
Interest focuses on paths x  triggering pattern recognition-and-response: 

given a fixed initial state ao, examine all possible subsequent paths x  begin­
ning with ao and leading to the event h(x) G B\. Thus h(ao, G Bq 
for all 0 <  j  <  m, but h(ao, —,am) G B\.
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For each positive integer n, take N(n)  as the number of high probabil­
ity paths of length n that begin with some particular a о and lead to the 
condition h(x) € B\. Call such paths ‘meaningful’ , assuming that N(n)  
will be considerably less than the number of all possible paths of length n 
leading from ao to the condition h(x) € B\.

Identification of the ‘alphabet’ of the states aj ,B k may depend on the 
proper system coarse-graining in the sense of symbolic dynamics.

Combining algorithm, the form of the function h, and the details of 
grammar and syntax, are all unspecified in this model. The assumption 
permitting inference on necessary conditions constrained by the asymp­
totic limit theorems of information theory is that the finite limit H =  
Нтп-юо log[iV(n)]/n both exists and is independent of the path x. Again, 
N(n)  is the number of high probability paths of length n.

Call such a pattern recognition-and-response cognitive process ergodic. 
Not all cognitive processes are likely to be ergodic, implying that H , if 
it exists, may be path dependent, although extension to nearly ergodic 
processes, in a certain sense, seems possible (Wallace 2005a).

Invoking the Shannon-McMillan Theorem, it becomes possible to define 
an adiabatically, piecewise stationary, ergodic information source X  associ­
ated with stochastic variates Xj  having joint and conditional probabilities

P(a0,..., dn)i P(anI&0, ■ - &n—l )

such that appropriate joint and conditional Shannon uncertainties satisfy 
the classic relations of the Shannon-McMillan Theorem of Chapter 1, i.e.,

lim l°g[Af(n)]
77.—̂ OO 77,

=  lim H ( X n\X0, . . . ,Xn^ )п—>оо

=  lim ....... V̂ i (2.11)
n—>oo n +  1

This information source is defined as dual to the underlying ergodic 
cognitive process.

‘Adiabatic’ means that, when the information source is properly param­
eterized, within continuous ‘pieces’ , changes in parameter values take place 
slowly enough so that the information source remains as close to station­
ary and ergodic as needed to make the fundamental limit theorems work. 
‘Stationary’ means that probabilities do not change in time, and ‘ergodic’ 
that cross-sectional means converge to long-time averages. Between pieces,
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it is necessary to invoke phase change formalism, the ‘biological’ renormal­
ization of Chapter 1 that generalizes Wilson’s (1971) approach to physical 
phase transition.

Again, Shannon uncertainties are cross-sectional law-of-large-
numbers sums of the form — Pk log[Pfc], where the Pk constitute a prob­
ability distribution.

We are not, however, constrained in this approach to the Atlan-Cohen 
model of cognition that, through the comparison with an internal picture 
of the world, invokes representation. The essential inference is that a broad 
class of cognitive phenomena -  with and without representation -  can be 
associated with a dual information source. The argument is direct, since 
cognition inevitably involves choice, choice reduces uncertainty, and this 
implies the existence of an information source.

For cognitive systems, an equivalence class algebra can be now con­
structed by choosing different origin points ao, and defining the equivalence 
of two states am,an by the existence of high probability meaningful paths 
connecting them to the same origin point. Disjoint partition by equivalence 
class, analogous to orbit equivalence classes for a dynamical system, defines 
a groupoid. See the Mathematical Appendix for a summary of material on 
groupoids. This is a weak version of a very standard argument in algebraic 
topology leading to the definition of fundamental and free groups (Lee 2000; 
Crowell and Fox 1963). One might call this construction the fundamental 
groupoid of the cognitive process.

The vertices of the resulting network of cognitive dual languages interact 
to actually constitute the system of interest. Each vertex then represents 
a different information source dual to a cognitive process. This is not a 
representation of a network of interacting physical systems as such, in the 
sense of network systems biology. It is an abstract set of language-analogs 
dual to the set of cognitive processes of interest, that may become linked 
into higher order structures through crosstalk.

Characterization of cognition in terms of groupoids can, perhaps, be 
extended through application of the groupoid version of the Seifert-van 
Kampen Theorem (Brown et al. 2011). The question is how, when a num­
ber of cognitive processes both operate simultaneously and interact, does 
the groupoid associated with the joint information source relate to those 
of the underlying cognitive processes. The canonical example might be the 
global workspace of consciousness (Wallace 2005a), but wound healing and 
the immune response provide other examples (Wallace 2012a).
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Each cognitive process X 3 can be associated with an individual source 
uncertainty Hj. Then, by the information theory chain rule, H [X i ,...] < 
H[Xi\ +  ... as in equation (2.1), presumably leading to some groupoid ver­
sion of equation (2.2). The choice of a fixed ao state as a starting point 
for all processes means that they all ‘touch’ at that base point, and this 
may permit definition of some appropriate ‘free groupoid’ in the spirit that 
a topological free group can be defined if several topological spaces touch 
at a basepoint. The resulting free group analog then would characterize 
the symmetry of the joint uncertainty in terms of the groupoids of the un­
derlying sources. Details, however, do not appear to be at all simple (e.g., 
Baianu et al. 2005).

2.8 A Morse Function for biocognition

As briefly touched upon above, topology has become an object of algebraic 
study -  algebraic topology -  via the fundamental underlying symmetries 
of geometric spaces. Rotations, mirror transformations, simple (‘affine’) 
displacements, and the like, uniquely characterize topological spaces, and 
the networks inherent to cognitive phenomena having dual information 
sources also have complex underlying symmetries. Again, characteriza­
tion via equivalence classes defines a groupoid, an extension of the idea of 
a symmetry group, as summarized by Brown (1987) or Weinstein (1996). 
Linkages across this set of languages occur via the groupoid generalization 
of Landau’s spontaneous symmetry breaking arguments. As above, we use 
a standard approach to constructing a Morse Function parameterized in 
the rate of available metabolic free energy.

With each subgroupoid Gi of the fundamental groupoid associated 
with the cognitive process of interest we can associate source uncertainty 
H(Xoi)  =  Hgh where X  is the dual information source of the cognitive 
phenomenon of interest.

Responses of a cognitive system can now be represented by high proba­
bility paths connecting ‘initial’ multivariate states to ‘final’ configurations, 
across a great variety of beginning and end points. This creates a similar 
variety of groupoid classifications and associated dual cognitive processes in 
which the equivalence of two states is defined by linkages to the same begin­
ning and end states. Thus it becomes possible to construct a ‘groupoid free 
energy’ driven by the quality of available metabolic free energy, represented 
by the mitochondrial rate H, to be taken as a temperature analog.
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The argument-by-abduction from physical theory is that H constitutes 
a kind of thermal bath for the processes of biological cognition. Thus we 
can construct another Morse Function by writing a pseudo-probability for 
the information sources X c t having source uncertainties H-Gi as

Гг[Я0 ,] = ех р [-Я с > Я ) ]  (2Л2)
exp[—HG /кП\

where к is an appropriate constant characteristic of the particular sys­
tem. The sum is over all possible subgroupiods of the largest available 
cognitive groupoid. Note that compound sources, formed by the (tunable, 
shifting) union of underlying transitive groupoids, being more complex, will 
have higher free-energy-density equivalents than those of the base transitive 
groupoids.

The Morse Function defined for invocation of Pettini’s topological hy­
pothesis or Landau’s spontaneous symmetry breaking is then a ‘groupoid 
free energy’ J7 given by

exp [—F/kH] =  exp [~Hg1 /кУ.} (2-13)
j

Spontaneous symmetry breaking arguments are invoked here in terms 
of the groupoid associated with the set of dual information sources.

Many other Morse Functions might be constructed, for example sim­
ply based on representations of the underlying cognitive groupoid(s). The 
resulting qualitative picture would not be significantly different.

The essential point is that decline in the rate of available mitochondrial 
free energy 7-L, or in the ability to actually use that free energy as indexed 
by к, can lead to punctuated decline in the complexity of cognitive process 
within the entity of interest, according to this model.

If kH is relatively large -  a rich and varied real-time free energy envi­
ronment -  then there are many possible cognitive responses. If, however, 
constraints of mitochondrial aging limit the magnitude of k H., then an es­
sential cognitive system may or will begin to collapse in a highly punctuated 
manner to a kind of ground state in which only limited responses are possi­
ble, represented by a simplified cognitive groupoid structure, recognizably 
akin to amyloid collapse in the much simpler deterministic-but-for-error 
protein coding machineries.
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2.9 Distortion as order parameter

The Rate Distortion Function (RDF) is the minimum rate of information 
transmission necessary to ensure that the average distortion between mes­
sage sent and message received, using a particular distortion measure over 
a given channel, is less than D  >  0. Usually written R(D),  it is always 
a decreasing convex function of D , a reverse J-shaped curve (Cover and 
Thomas 2006). For example, a Gaussian channel under the squared distor­
tion measure and in the presence of noise with zero mean and variance a2, 
has R(D)  — 1 /2 log[a2/D],

For protein folding in the cell, elaborate regulatory machinery is pro­
vided by the endoplasmic reticulum (Budrikis et al. 2014), implying the 
necessity of some comparison between what is desired and what is pro­
duced. In general, Maturana-like cognitive processes at every scale and 
level of organization of the living state must have regulatory systems that 
make similar comparisons. What we have argued in the previous two sec­
tions can be restated in terms of the collapse of the RDF with decreasing 
available metabolic free energy, or rather, via convexity, as the sudden ap­
pearance of a large average distortion D, as an analog to the usual order 
parameter in a physical system. That is, in the way magnetization disap­
pears above a certain critical temperature in a ferromagnet, the average 
distortion declines in a punctuated manner in the presence of high enough 
rates of available metabolic free energy, driven by the underlying groupoid 
structure, remembering that the simplest groupoid is the disjoint union of 
groups, including a set consisting of a single group.

In a sense, this result can be viewed as a principled reconfiguration and 
extension of Friston’s (2010) ‘free energy’ model which, in effect, minimizes 
the disjunction between the predictions of an inner model of the world and 
the returning sensory image of that world.

2.10 Biological automata are not static

It can be argued that the development of Section 2.7, via the decision 
function h, generalizes a standard approach from the formal theory of au­
tomata. To paraphrase Beaudry et al. (2005), finite semigroups -  finite sets 
equipped with a binary associative operation -  have played a central role 
in theoretical computer science for fifty years, first closely related to finite 
automata by Kleene (1956). Following work by Schutzenberger and Eilen-
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berg, semigroups and automata are so tightly intertwined that it makes 
little sense to study one without the other. When the axiom of associa­
tivity is dropped, one obtains groupoids, with a more powerful analog to 
Kleene’s theorem relating groupoids to push-down automata and context- 
free languages (Mezei and Wright, 1967). That is, context-free languages 
which are to be associated with groupoids are far richer than the ‘regular’ 
languages associated with semigroups. The basic flavor of automata the­
ory, for the simple finite deterministic case, is given in the Mathematical 
Appendix.

Most essentially, each class of automata is linked with a different kind of 
well-defined dual ‘language’, in a very limited sense, which it recognizes in 
a complementarily precise manner. Here, we have weakened the underlying 
structure, invoking cognitive processes having rich dual ‘languages’ con­
strained by the asymptotic limit theorems of information theory. This can 
be interpreted as instantiating tuning around the no free lunch condition: 
Wolpert and MacReady (1995, 1997) established that computational opti­
mizers all have the same average efficiency. As a consequence, an optimizer 
designed to be particularly good on one characteristic class of problems will 
be particularly bad on a complementary class. Similar results follow from 
the ‘tuning theorem’ variant of the Shannon coding theorem described in 
Chapter 1 in which the message has a fixed probability distribution and the 
channcl probabilities are tuned so as to maximize the rate of information 
transmission. Shannon (1959), as described in Chapter 1, argues that the 
Rate Distortion Function, in a similar way, mandates a channel structure 
that minimizes the average distortion in a transmitted message. These 
asymptotic limit theorems thus permit description of ‘biological’ automata 
significantly less constrained than the systems characterized by the Kleene 
and by the Mezei and Wright theorems.

Figure 2.3 shows a schematic of such a system, representing the tem­
porary recruitment of cognitive modules having dual information sources 
X i , X i o ,  into two different crosstalk-linked joint information sources con­
stituting biological automata that address two qualitatively different prob­
lems confronting an organism. Such shifting, tunable coalitions of ‘uncon­
scious cognitive modules’ are thought to represent the evolutionary exap- 
tation of crosstalk into animal consciousness, wound healing, the immune 
system, the cell surface glycosynapse, and so on, since, from equation (2.1), 
allowing crosstalk ultimately consumes less metabolic free energy than iso­
lating information sources (Wallace 2012a).

These considerations lead to yet another central topological argument.
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Problem 1 
X3

X6

Fig. 2.3 A biological automaton is not static. Crosstalk-induced tuning of unconscious 
cognitive modules into different coalitions to address two different problems confronting 
an organism.

The crosstalk linking different cognitive modules is not inherently fixed, but 
is variable. This suggests a parameterized renormalization, since the mod­
ular network structure linked by that crosstalk has a topology depending 
on the degree of interaction of interest.

Define an interaction parameter uj, a real positive number, and look 
at geometric structures defined in terms of linkages set to zero if mutual 
information is less than, and ‘renormalized’ to unity if greater than, ш. 
Any given w will define a regime of network elements linked by mutual 
information greater than or equal to it.

The argument can now be inverted. That is, a given topology for the 
giant component will, in turn, define some critical value, u>c, so that net­
work elements interacting by mutual information less than that value will
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be unable to participate, i.e., will be locked out and not be perceived by 
the system. Wallace (2005, 2012a) provides details. Thus ш is a tunable, 
syntactically-dependent, detection limit that depends critically on the in­
stantaneous topology of the linked information sources defining, in effect, 
an analog to Baars’ global broadcast of consciousness. That topology is 
a basic tunable syntactic filter across the underlying modular structure, 
and variation in u> is only one aspect of more general topological prop­
erties that can be described in terms of index theorems, where far more 
general analytic constraints can become closely linked to the topological 
structure and dynamics of underlying networks, and can stand in place of 
them (Hazewinkel 2002).

2.11 Finessing decision theory

The ‘cognitive’ argument of Sections 2.7 and 2.10 might, in some measure, 
be reformulated as a problem in decision theory (DT), following Dayan 
and Daw (2008), who examine DT methods as used across computational 
models in ethology, psychology, and neuroscience. They characterize two 
fundamental approaches, i.e., model-based, and model-free:

Crudely speaking, model-based methods make explicit 
use of the actual, or learned, rules of the task to make 
choices. Importantly, even when the rules are fully known, 
it takes some computation to derive the optimal decision 
for a particular state from these more basic quantities.

Model-free methods eschew the rules of the task and, 
instead, use and/or learn putatively simpler quantities that 
are sufficient to permit optimal choices...

It has long been suggested that there is a rather direct 
mapping of model-free reinforcement learning algorithms 
onto the brain, with the neuromodulator dopamine serving 
as a teaching signal to train values or policies by control­
ling synaptic plasticity at targets such as the ventral and 
dorsolateral striatum...

In Markov problems -  that is, domains in which only 
the current state matters, and not the previous history
-  there turns out to be a computationally precise way of 
defining the goal for predicting future reinforcers...
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A central conundrum confronting a decision theory approach to the 
living state, however, is that multiple decisions seem to compete simul­
taneously in and across organisms, acting at different scales and levels of 
organization. How is this to be resolved? If, following Sections 2.7 and
2.10, one assigns a dual information source to each underlying decision ma­
chine or process, then they are linked by the evolutionary exaptation of 
the inevitable crosstalk between them into a higher order joint information 
source constrained by the asymptotic limit theorems of information theory, 
and by the Data Rate Theorem that links information and control theo­
ries. One is not then confined to Markov systems, and the methodology 
subsumes underlying complications into the ‘grammar’ and ‘syntax’ of the 
paths associated with the dual information source(s), relying on the regu­
larities defined by equation (2.11) and the Data Rate Theorem. One loses 
the detailed specificity expected from decision theory, but finesses much 
else.

This observation has a classic context. Recall the Heisenberg uncer­
tainty principle: one can know either the position or momentum of a quan­
tum system to arbitrary precision, but not both simultaneously. Similar 
restrictions afflict signal detection theory, involving a choice of selectivity 
or sensitivity, and the Bode Integral Theorem, showing that suppression 
of noise in one frequency range increases it in others. Here, we ignore 
the details of the ‘grammar’ and ‘syntax’ of the exact circumstances under 
which a decision is made, and look at what is left over, in a sense, and that 
residue is well-characterized indeed by the asymptotic limit theorems of in­
formation theory, the Data Rate Theorem, and the nonequilibrium Onsager 
formalism.

Parenthetically, manipulation and reinterpretation of the Bode Theorem 
produces the Data Rate Theorem, completing the circle, as it were (Nair 
et al. 2007).

Tishby and Polani (2011) reach similar conclusions:

The information-theoretic picture is universal, general, 
conceptually transparent and can be post hoc imbued with 
the specific constraints of particular models. On the in­
formational level, scenarios with differing computational 
models can be directly compared with each other. At 
the same time, the informational treatment allows one 
to incorporate limits in the information processing capac­
ity that are fundamental properties of a particular agent-
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environment system.

Tishby and Polani (2011), however, confine their calculation to Markov 
decision problems in which future action depends only on the current state 
of the system. Here, full application of the Rate Distortion and Data Rate 
Theorems greatly generalizes the approach.

2.12 Implications

The correspondence between unconstrained information theory inequalities 
and the structure of finite groups, in the context of the long-known inti­
mate relations between semigroups, groupoids, and certain classes of formal 
automata, appears to foreshadow a spectrum of deeper relations between 
the dynamics of information sources and sometimes hidden underlying bi­
ological symmetries. These can be simple groups, as with DBFE error- 
minimization biological codes, or subtle ‘tilings’ akin to Arabic decorations
-  cognitive groupoids. The argument can be extended to intrinsically dis­
ordered proteins and their logic gates, via nonrigid molecular symmetries 
built on semidirect and wreath products of simpler groups. The satisfactory 
operation of such gates will then be a symmetry-constrained punctuated 
function of available rates (and forms) of metabolic free energy, although 
mathematical description of such intermediate scales is likely to be typically 
more difficult than the relatively simple examples described here.

Indeed, using the methods of Houghton (1975) it is possible to define 
wreath products of groupoids, leading to a ‘nonrigid theory of cognition’
-  not mathematically trivial -  that can be extended further via ‘fuzzy’ 
generalizations likely to better fit biological complexities (Wallace 2014b).

What seems clear is that information and symmetries, of various sorts 
and subtleties, may have unexpected convolutions and intertwinings, and 
these, in the context of the living state, will in turn be driven by the 
availability of metabolic free energy. Inability to provide adequate rates 
of, or proper forms of, that resource expresses itself in punctuated failure 
of central physiological function, recognizably analogous to spontaneous 
symmetry breaking in simple physical systems. This, via deterioration of 
basic cellular mitochondrial energy mechanisms, appears to be a critical 
component in the phenomenon of aging, and, as some have speculated 
may be implicated in certain classes of mental disorder, since high level 
cognitive function is certainly critically dependent on the proper availability 
of metabolic free energy (e.g., Scaglia 2010; Clay et al. 2011; Ben-Shachar
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2002; Prabakaran et al. 2004; Giulivi et al. 2010; Rossignol and Frye 2014).
Attractive as the approach used here may seem, it is important to re­

member that these are statistical models based on the asymptotic limit 
theorems of information theory, much in the spirit, if not the form, of 
lY  =  m X  +  6’ regression equations.

When biologically naive physicists began plaguing ecosystem studies 
with oversimplified models, the mathematical ecologist E.C. Pielou (1977, 
pp. 107-110) replied that

[The usefulness of mathematical models] consists not 
in answering questions but in raising them. Models can 
be used to inspire field investigations and these are the 
only source of new knowledge as opposed to new specu­
lation... [T]he knowledge gained by model-inspired field 
studies leads to adjustments to the models and a further 
round of field studies...

The Word is not the Thing, and, like their simpler counterparts in para­
metric and nonparametric statistics, the models developed here will best be 
used as junior partners in the scientific study of similar systems under dif­
ferent, and different systems under similar, observational or experimental 
conditions.





Chapter 3

A Data Rate Theorem model

3.1 Summary

Bioregulatory failure can be formally addressed using a necessary conditions 
statistical model based on the Rate Distortion Theorem, and on the Data 
Rate Theorem that imposes a powerful interaction between information 
and control. Using a simplified Black-Scholes ‘cost’ argument, metabolic 
free energy, delivered at the cellular level most often in the form of ATP by 
healthy mitochondria, can be seen as a ‘control signal’ stabilizing and reg­
ulating biochemical dynamics in the presence of noise. Demand beyond an 
available rate of energy supply expresses itself in punctuated destabilization 
of the bioregulatory channel. Pathology or aging -  normal, or prematurely 
driven by psychosocial or environmental stressors -  that interferes with 
routine metabolic energy delivery will trigger regulatory failure leading to 
chronic mitochondrial disease or senescence.

3.2 Introduction

The second chapter examined Swerdlow’s mitochondrial hypothesis for 
Alzheimer’s disease (AD) (Swerdlow et al. 2010) from the perspective of 
symmetries associated with protein folding and biological cognition, in a 
large sense. The former argument involved groups associated with a deter­
ministic error-limiting (DEL) ‘protein folding code’, while the latter used 
the groupoids associated with a certain class of cognitive processes to con­
struct an analog to a standard Landau spontaneous symmetry breaking 
model of phase transition in which rates of available metabolic free energy 
served as a temperature index. Here, we approach the problem from the 
perspective of the Data Rate Theorem (Nair et al. 2007) that links infor­

47
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mation theory to control theory. The essential point is that metabolic free 
energy, delivered most generally in the form of ATP through the operation 
of healthy cellular mitochondria, must fuel any cellular control system at, 
and across the various levels of biological organization, and may, in the 
sense of Feynman (2000), actually represent the information provided by 
that control system. The model, involving, among other things, a biologi­
cal application of Black-Scholes ‘cost’ methodologies, is, again, surprisingly 
direct. Formally, for the systems to which the asymptotic limit theorems of 
information and control theory apply, we show that, in the sense of Ge and 
Qian (2011), nonequilibrium phase transitions play a central role in living 
systems.

Again, we begin far afield.
Biological regulation can be viewed as the transmission of control signals 

to physiological systems at a variety of scales and levels of organization 
(Wallace, 2014b). The central questions are,

(1) how well is the control signal obeyed, and
(2) what is the intensity of metabolic free energy necessary to impose 

an adequate level of control.
The resulting model, from information and control theory perspectives, 

is certainly one of the simplest possible.
Recall the Data Rate and Rate Distortion Theorems from Chapter 1.
The Rate Distortion Theorem states that R(D) is the minimum nec­

essary rate of information transmission which ensures the communication 
between the biological vesicles does not exceed average distortion D. Thus 
R (D ) defines a minimum necessary channel capacity. Cover and Thomas 
(2006) or Dembo and Zeitouni (1998) provide details. The rate distor­
tion function has been calculated for a number of systems, using Lagrange 
multiplier or Khun-Tucker optimization methods.

Cover and Thomas (2006, Lemma 13.4.1) show that R(D) is necessarily 
a decreasing convex function of D for any reasonable definition of distor­
tion. That is, R(D) is always a reverse J-shaped curve. This will prove 
crucial for the overall argument. Indeed, convexity is an exceedingly pow­
erful mathematical condition, and permits deep inference (e.g., Rockafellar 
1970). Ellis (1985, Ch. VI) applies convexity theory to conventional sta­
tistical mechanics. This is the central point from which all else follows. 
We will use the Gaussian channel as an easily calculated example, but the 
arguments are quite general.

Again, for the standard Gaussian channel having noise with zero mean
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and variance a2, using the squared distortion measure,

R{D) =  l/21og[o-2/D ],0  < D < a2
R{D) =  0, D > a2 (3.1)

Recall the homology between information source uncertainty and free 
energy density. Information is a form of free energy and the construction 
and transmission of information within living things consumes metabolic 
free energy, with nearly inevitable losses via the second law of thermody­
namics. If there are limits on available metabolic free energy there will 
necessarily be limits on the ability of living things to process information, 
and, in particular, for essential regulatory mechanisms to maintain the liv­
ing state.

In addition, the Shannon-McMillan Theorem can be said to define a 
nonequilibrium steady state that can undergo nonequilibrium phase tran­
sitions in the sense of Ge and Qian (2011) analogous to, but different from 
those of physical systems. A similar development produces a set of Onsager- 
like nonequilibrium thermodynamic relations.

3.3 Black-Scholes energy cost

Suppose that metabolic free energy is available at a rate %. Let R(D) 
be the Rate Distortion Function describing the relation between a critical 
regulatory system intent and the real effect on the regulated system. This 
is essentially a channel capacity measure.

The distortion represents the dynamics of the disjunction between the 
intent of a regulatory system and its actual impact. Let Rt be the RDF of 
the channel connecting them at time t. The relation can, under conditions 
of both white noise and volatility, be expressed as the stochastic differential 
equation

dRt =  f ( t , Rt)dt +  bRtdWt (3.2)

where dWt represents standard white noise.
Let H (Rt,t) represent the rate of incoming metabolic free energy that 

is needed to achieve Rt at time t, and expand using the Ito chain rule 
(Protter, 1990):

dUt =  [dH/dt +  f(Rt,t)&H/dR +  l-b 2 R2t d2H ,/ dR2]dt

+[bRtdn/dR}dWt (3 .3 )
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Define С as the Legendre transform of the free energy rate T-L: a kind of 
entropy, having the form

C =  - H  +  RdU/dR (3.4)
Using the heuristic of replacing dX  with A X  in these expressions, and 

applying the results of equation (3.3), produces:

AC =  {-dU /dt -  i b2R2d2H/dR2)At (3.5)

Analogous to the Black-Scholes calculation (Black and Scholes, 1973), 
the terms in /  and dWt cancel out, so that the effects of noise are subsumed 
in the Ito correction involving b. Clearly, however, this invokes powerful 
regularity assumptions that may often be violated. Matters then revolve 
about model robustness in the face of such violation.

jC, as the Legendre transform of the free energy rate measure H, is a 
kind of entropy that can be expected to rapidly reach an extremum at 
nonequilibrium steady state. There, AC/At — dH/dt =  0, so that

~b2R2d2H/dR2 =  0 (3.6)

having the solution

'H-nss — KiR +  K2 (3.7)
for appropriate constants and к?, a perhaps not unexpected result.

3.4 Regulatory stability

Van den Broeck et al. (1994, 1997), Horsthemeke and Lefever (2006), and 
others, have noted that the relation of phase transition to driving parame­
ters in physical systems can be obtained by using the rich stability criteria 
of stochastic differential equations. We examine the stability of regulation 
from this perspective.

The motivation follows from the observation that a Gaussian channel 
with noise variance a2 and zero mean has the Rate Distortion Function 
described by equation (3.1). Defining a ‘Rate Distortion entropy’ as the 
Legendre transform

SR =  R{D) -  DdR(D)/dD =  1/2 log[a2/D] +  1/2 (3.8)

the simplest possible nonequilibrium Onsager equation (de Groot and 
Mazur 1984) is just

dD/dt =  - fidSji/dD =  fi/2D (3 .9)
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where t is the time and ц is a diffusion coefficient. By inspection, D(t) =  
\Дй, the classic solution to the diffusion equation. Such ‘correspondence 
reduction’ serves as a basis to argue upward in both scale and complexity.

But regulation does not involve the diffusive drift of average distortion. 
Let H again be the rate of available metabolic free energy. Then a plausible 
model, in the presence of an internal system noise /32 in addition to the 
environmental channel noise defined by u2, is the stochastic differential 
equation

dDt =  ( щ ~  M (U))dt +  ^ -D tdWt (3.10)

where dWt represents unstructured white noise and M (H ) > 0 is monoton- 
ically increasing.

This has the nonequilibrium steady state expectation

Dnss =  — - r—  (3.11)
nss 2 M (H ) V ’

Using the Ito chain rule on equation (3.10) (Protter 1990; Khasminskii
2012), one can calculate the variance in the distortion as E (D f) — (E (D t))2. 

Letting Yt =  Df and applying the Ito relation,

dYt =  [2 y/ Y ti^ W  -  M (^ )) +  +  f YtdW* (3-12)

where (/34/4)Yt is the Ito correction to the time term of the SDE.
A little algebra shows that no real number solution for the expectation 

of Yt =  D 2 can exist unless the discriminant of the resulting quadratic 
equation is >  0 , producing a minimum necessary rate of available metabolic 
free energy for regulatory stability defined by

M (H ) >  (3.13)

Values of M  (H ) below this limit will trigger a phase transition into 
a less integrated -  or at least behaviorally different -  system in a highly 
punctuated manner.

From equations (3.7) and (3.11),

M (H ) =  ^ 2  exp[2('H - K S)/Ki]>  (3-14)

Solving for H gives the necessary condition

У. > у  lo g [ ^ - ]  +  K2 (3.15)
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for there to be a real second moment in D, under the subsidiary condition 
that % >  0 .

Given the context of this analysis, failure to provide adequate rates of 
metabolic free energy T-L would represent the onset of a regulatory stability 
catastrophe -  in effect, a nonequilibrium phase transition. The corollary, 
of course, is that environmental or physiological influences increasing /3, a, 
the к*, or reducing /i, would be expected to overwhelm internal controls, 
triggering similar instability.

Variations of the model are possible, for example, applying the formal­
ism to the ‘natural’ channel, having the rate distortion function R(D) =  
a2/D. The calculation is direct.

Equation (3.15), in fact, represents a close analog to the Data Rate 
Theorem of equation (1.23) (Nair et al. 2007) that relates information the­
ory and control theory. The implication is that there is a critical rate of 
available metabolic free energy below which there does not exist any quanti­
zation, coding, or control scheme, able to stabilize an (inherently) unstable 
biological system. That is, the various versions of the DRT establish the 
role of nonequilibrium phase transitions in the living state (Ge and Qian 
2011).

Normal, or stress-induced, aging would, at some point, be expected 
to affect the magnitudes of the parameters on the right hand side of the 
expression in equation (3.15), while simultaneously decreasing the ability 
to provide metabolic free energy -  decreasing 'H. This would result in onset 
of serious dysfunctions across a range of scales and levels of organization 
(Tomkins, 1975).

3.5 The generalized biological retina

The retina of the visual system is an example of mechanisms that may oper­
ate across a variety of physiological modes. As is well known, (e.g., Schawbe 
and Obermayer 2002) adaptation is a widespread phenomenon in nervous 
systems across multiple time scales; weeks for the activity-dependent re­
finement of cortical maps, hours and days for perceptual learning, seconds 
for the primary visual cortex. Such adaptation is a signature of an ongo­
ing optimization of sensory systems to changing environments. Glazebrook 
and Wallace (2009) examine these phenomena as ‘Rate Distortion mani­
folds’ , analogous to differentiable manifolds in which topologically complex 
local open sets are mapped one-to-one onto simple (but possibly multidi-
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mensional) plane surfaces. Here, we propose that recognizably analogous 
systems operate at virtually all scales and levels of organization of the living 
state. The essential point is to limit demand for metabolic free energy by 
tuning to a base state and only looking for deviations from that base. We 
will show, however, that even this downward projection can be energetically 
expensive.

Rather than taking a differential equation approach, we measure a vec­
tor of physiological responses of interest at some time t + 1, written as X t+\, 
that is assumed to be a function of its state at time t:

X t+1 =  R t+1X t (3.16)

If X t, the state at time t, is of dimension m, then Rt, the manner in 
which that state changes in time (from time t to t +  1), has m2 components. 
If the state at time t =  0 is X q, then iterating the relation above gives the 
state at time t as

=  R ,R ,_ iR ,_ 2. .R 1X 0 (3.17)

The state of the system of interest is, in this picture, essentially repre­
sented by an information-theoretic path defined by the stochastic sequence 
in R t, each member having m2 components. That sequence is mapped 
onto a parallel path in the states of the physiological response, the set 
Xo, X i , X t ,  each having m components.

If the state of the system can be characterized as an information source
-  a generalized language -  so that the paths of Rt are autocorrelated, 
then the autocorrelated paths in X (t) represent the output of a parallel 
information source that is a greatly simplified, and thus grossly distorted, 
picture of that system.

If the operator R  is carefully chosen, however, his may not necessarily 
be the case.

Take a single iteration in more detail, assuming now that there is a 
(tunable) zero reference state, Ro, for the sequence in R t, and that

Xt+i =  (Ro +  6Rt+ i)X t (3.18)

where 5R* is small in some sense compared to Ro-
Now invoke a diagonalization in terms of Ro- Let Q be the matrix of 

eigenvectors which (Jordan) diagonalizes R 0. Then

Q X t+1 =  (Q R o Q -1 +  Qd'R(+1Q _1)Q X t (3.19)
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If Q X t is taken as an eigenvector of Ro, say Yk, with eigenvalue Xk. it 
is possible to rewrite this equation as a spectral expansion,

Yt+i =  (J +  SJt+l)Yk =  A kYk +  5Yt+i =
П

A kYk +  Y . ai Yj (3-20)
i =i

where J is a (block) diagonal matrix, <5Jt+i =  Q R t+1Q _1, and 6Yt+\ has 
been expanded in terms of a spectrum of the eigenvectors of R o, with

K l <  |Afe|, |dj+i| <  \aj\ (3.21)

If Ro is chosen or tuned so that this condition is true, the first few 
terms in the spectrum of the plieotropic iteration of the eigenstate will 
contain most of the essential information about the perturbation. This is 
similar to the detection of color in the retina, where three overlapping non- 
orthogonal eigenmodes of response suffice to characterize a vast plethora of 
color sensation. Here, if such a spectral analysis is possible, a very small 
number of eigenmodes of system response suffice to permit identification 
of a vast range of perturbed physiological states: the rate-distortion con­
straints become very manageable indeed, and the Rate Distortion manifold 
simplification is an accurate characterization.

This is a complex process, since physiological systems may have both 
innate and learned components, and genetic programming is of limited 
value. The key to the problem is the proper rate-distortion tuning of the 
system, i.e., the choice of zero-mode, Ro, imposed through catalysis by 
an embedding information source, a process that, in itself, may require 
considerable metabolic free energy.

That is, the arguments of equations (3.10), (3.11), and (3.13) can now be 
iterated, describing the dependence of the tunable base state Ro on avail­
able metabolic free energy. Note, however, that M (H ) may not be given by 
equation (3.14), since equation (3.7) is clearly only a first approximation. 
The essential point is that M(T-L) is monotonic increasing in H, and failure 
to provide adequate levels of metabolic free energy will therefore trigger 
failure of any biological retina.

A more formal -  and much simpler -  version of this argument invokes 
the tuning theorem form of the Shannon Coding Theorem of Section 1.1. 
From the perspective of the tuning theorem, equation (3.18) represents 
the information processing of a ‘problem’ . That is, X t is ‘transmitted’ 
as a ‘message’ by the ‘information processing channel’ Ro +  rtR,t+1, and 
recorded as the ‘answer’ X t+\. By the tuning theorem, there will be a
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channel coding of (Ro +  <5Rt+i) that, when properly adjusted, is most 
efficiently ‘transmitted’ by the ‘problem’ X t. In general, then, the most 
efficient coding of the transmission channel -  the best algorithm for turning 
a problem into a solution, is highly problem-specific. In this formulation, 
it is the variation of Ro that tunes the ‘channel’ to the ‘problem’, i.e., that 
transmits X t to X t+i with the least error.

Note that these mechanisms, involving focal attention through the tun­
ing of Ro, provide a general explanation of inattentional blindness in which 
overfocus on one stimulus renders an organism unable to attend to other, 
possibly more relevant, stimuli (e.g., Wallace 2007).

In addition, the formulation of equation (3.18) clearly falls under the 
constraints of the Data Rate Theorem as presented in Section 1.5, with the 
rate of available metabolic free energy serving as the ‘control signal’ .

3.6 Implications

Although equation (3.15) is built around the rate distortion function for 
a Gaussian channel, the argument is quite general, and some version will 
always emerge, driven by the convexity of the rate distortion function with 
the average distortion. Punctuated Data Rate Theorem instability failures, 
as the symmetry breaking phase transition development of Chapter 2 sug­
gests, may be very complex indeed, most likely a characteristic sequence of 
‘phase change’ dysfunctions in the relentless march to senescence or in the 
progress of chronic mitochondrial disease.

The Data Rate Theorem analog of equation (3.15) -  and possible gen­
eralizations -  find metabolic free energy serving as a general ‘control sig­
nal’ roughly in the sense of Tomkins (1975), stabilizing efficient operation 
of complex biochemical regulatory machinery. Demand beyond available 
metabolic energy supply then expresses itself in punctuated destabiliza­
tion, degradation, or pathological simplification, of the regulatory channel 
by virtue of nonequilibrium phase transitions, a basic mechanism suggested 
by Ge and Qian (2011), and many others. The analysis of Chapter 2 sug­
gests, from a different perspective, that bioregulatory phase transitions, 
closely associated with underlying biocognitive processes, may often involve 
changes in underlying groupoid symmetries, remembering that a group is a 
simple groupoid. In that treatment, contrasting to this, average distortion 
D  was seen simply as an order parameter related to collapse of biological 
symmetries under declining rates of available metabolic free energy.
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Both approaches imply that normal aging, its acceleration by psychoso­
cial or environmental stressors, or other sources of mitochondrial dysfunc­
tion, will interfere with routine boiregulatory operation, triggering onset of 
many chronic diseases.

Most simply, failure of the condition of equation (3.15) can represent 
onset of a punctuated physiological crisis. More subtly, occurrence of a 
complex discriminant is often associated in physical systems with limit cycle 
behavior, and cycles are often characteristic of the embedding ecosystem; 
diurnal light/temperature variations, seasonal changes in temperature and 
nutrient availability, and so on. An organism might, then, avoid massive 
free energy demands by an evolutionary embracing, as it were, of imposed 
cycle behavior. Examples might include daily sleep and feeding cycles or 
annual patterns of mating, hibernation, and estivation, deciduous loss of 
leaves in plants and antlers in deer, and so on. Disruption of adapted cycling
— most typically the sleep cycle in humans -  then, can become a source of 
raised free energy demand, constituting a form of generalized inflammation 
more fully described in a later chapter.



Chapter 4

A mutual information model

4.1 Summary

While the symmetry-breaking and rate distortion models of the previous 
chapters provide, respectively, fairly comprehensive and fairly parsimonious 
pictures of cognitive decision dynamics, other ‘greatest common factor’ per­
spectives that act across levels of organization are also possible. Here, 
we explore a mutual information analysis that, while less mathematically 
tractable than rate distortion methods, nonetheless provides significant 
insight.

4.2 Formalism

Another approach to dynamic process in cognitive systems is via the mutual 
information generated by (the inevitable) crosstalk between channels that 
has been evolutionarily exapted into such processes as wound healing, the 
immune system, consciousness, etc. (Wallace 2012a, 2014d).

Mutual information between stochastic processes X  and У is defined as

I {X -Y )  =  H {Y ) -  H(Y\X)

=  у) 1os [p(x’ у)/р(х)р(у)
X,y

-  /  p{x,y)log\p{x,y)/p(x)p(y)]dxdy (4.1)
Jx,y

where the last expression is for continuous variates. It is a convex function 
of the conditional probability p(y\x) — p(x,y)/p(x) for fixed probabilities 
p(x) (Cover and Thomas, 2006), and this would permit a complicated con­
struction something like that of the previous chapter, taking the ж-channel
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as the control signal. Here, however, we treat a simplified example, involv­
ing Gaussian processes.

For two interacting information channels where the p’s have normal 
distributions, it is tedious but easy to show that mutual information, for 
numerical variates, is related to correlation by the relation

M = I ( X - Y )  = -(1/2) l o g [ l - p 2] (4.2)

where p is the standard correlation coefficient.
Indeed, mutual information is often viewed as just another measure of 

correlation. This is not strictly true, however, since information is a form 
of free energy, particularly in biological contexts, and causal correlation 
between phenomena cannot occur without transfer of free energy. Thus, 
letting p2 =  Z , we can, as in equation (3.8), define another entropy-analog

SM =  M (Z ) -  ZdM (Z)/dZ  (4.3)

The simplest analog to equation (3.9) is then

dZ(t)/dt =  pdSM /dZ =  (4.4)

Carrying through the implied integral, assuming Z (0) =  1, gives

-  Z2 +  AZ -  2\og(Z) =/it +  3 (4.5)

The implicitplot function of the computer algebra program Maple, or 
Contour Plot in Mathematica, generates figure 4.1. For small Z and large t 
this is becomes Z  «  exp[—pt/2] from the relation dZ/dt m —(p/2)Z(t).

More complex empirical Onsager-like models are possible, for example

dZ/dt =  f(dSM /dZ) 

f  =  Y . - ^ ( \ d S M /dZ\)n (4.6)
П

where the diffusion coefficients pn are all positive.
The essential point is that, whatever the initial squared correlation Z (0), 

using the gradient of Sm , the nonequilibrium steady state, when dZ/dt =  0 , 
is always exactly zero. That is, just like the simple diffusion solution to 
equation (3.9), under dynamic conditions, the final state is an uncorrelated 
pair of signals, in the absence of free energy exchange from crosstalk linking 
them.

The most direct analog to equation (3.10) is
ry

dZt =  [ 2 ( 1 - Z t)2 +  K]dt +  bZtdWt (4'7)
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Fig. 4.1 Square o f correlation coefficient between two channels characterized by nor­
mally distributed numerical variates vs. normalized time \it for mutual information 
without free energy crosstalk. At t =  0, p2 =  1.

where К  is a measure of free energy exchange between the interacting 
channels, ц, is a diffusion rate and, again, dWt represents white noise.

This has the steady state expectation

2 l A K  +  f i -  ^ 8 K f i  +  fi2 
P = 4  к --------------- (48)

The limit of this expression, as К  —> oo, is exactly 1.
Figure 4.2 shows a graph of p2 vs. К  for fj, =  1. The greater the diffusion 

coefficient //, the slower the rate of convergence.
It is possible to determine the standard deviation of the squared correla­

tion (i.e., of the fraction of the joint variance) by calculating the difference
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Fig. 4.2 For ц =  1, the steady state expectation o f the squared correlation coefficient 
between two linked channels having normal distributions of numerical variates. It is 
shown as a function o f the crosstalk free energy index linking them in the model o f 
equation (4.4). The rate of convergence o f p2 to 1 decreases with increasing //.

of steady state expectations E (Z 2) — E (Z )2 for the model of equation (4.7), 
again using the Ito chain rule.

Taking b — /л =  1, there are two possible real results. One declines 
monotonically with increasing K , but the most evolutionarily interesting is 
shown in figure 4.3.

The sharp peak near К  =  0.55, and the slow decline thereafter, suggest 
that relatively significant levels of crosstalk can be required to ensure stable 
high correlations between interacting channels having normally distributed
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Fig. 4.3 Standard deviation at nonequilibrium steady state o f the squared correlation 
coefficient as a function of crosstalk index К  for b =  fj, =  1 in equation (4.7). O f the real 
solutions, another uniformly declines with K . This, however, is the most evolutionarily 
interesting. Note the sharp peak near К  =  0.55 and the relatively slow decline thereafter. 
Smaller values of b move the peak to the right, larger to  the left. Thus, while significant 
levels o f crosstalk are needed to ensure stable high correlation between interacting chan­
nels having normal distributions, lower correlations can be relatively stable at low free 
energy demand. This observation could be o f importance for consciousness and analo­
gous biological global broadcasts that are constrained by the availability o f metabolic 
free energy. A  second interpretation is that this dynamic might provide a second-order 
logic gate mechanism, represented by stable standard deviation in the signal to the left 
and right o f the peak.

numerical variates. Smaller values of b move the peak to the right, higher, 
to the left.

This may be relevant to the degree of interaction between lower level 
cognitive modules needed to maintain consciousness and related ‘global 
broadcast’ biological processes (Wallace 2012a, 2014a). That is, it is not 
clear on which side of the peak of figure 4.3 that such systems would oper­
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ate. Metabolic energy considerations suggest that it would be to the left, 
i.e., that global broadcasts could operate relatively stably at low crosstalk- 
induced channel correlations.

Another interpretation of figure 4.3 is that it might provide a physical 
mechanism for an instability-driven ‘second order’ logic gate, depending 
on K . The low energy state has a stable standard deviation, as does a 
(sufficiently) high energy condition.

For non-normally distributed numerical variates, one can expand the 
mutual information about a normal distribution using the Gram-Charlier 
method (e.g., Stuart and Ord, 1994), producing a series expression analo­
gous to, but more complicated than, equation (4.2).

4.3 Implications

While decision theory methods are common across cognitive studies (e.g., 
Dayan and Daw 2008), the central problem of relating decision processes 
across interacting scales and levels of organization remains. Each level 
or scale, typically, requires a separate mathematical analysis, and link­
age across them becomes difficult. Finding a greatest common factor 
(GCF) provides such a linkage, at the cost of an often considerable ‘coarse- 
graining’. Information-theoretic analyses, as described in Section 2.11, are a 
principled method for such simplification, both in terms of groupoid topolo­
gies and rate distortion dynamics. Here, we have demonstrated that mutual 
information/crosstalk measures may be used to similar effect, providing a 
different viewpoint at the cost of some computational difficulty requiring 
numerical methods.



Chapter 5

A fragment size model

5.1 Summary

Earlier analysis focused on the rate of available metabolic free energy in 
determining the nonequilibrium steady state of a cognitive physiological 
process. Here, we illustrate how to extend the approach to second order 
rate-of-change effects in development, using renormalization methods.

5.2 Introduction

The previous three chapters have examined the direct role of available 
metabolic free energy rates on cognitive process, focusing on phase transi­
tions and the stability of nonequilibrium steady states (NSS). What hap­
pens outside the NSS? Here, using the renormalization formalism of Section 
1.4, we study the average fragment size, in a certain sense, to be associated 
with different rates of change in the rate of available metabolic free energy, 
using the simplest possible model.

5.3 Fragmentation dynamics

Two parameters are taken to describe the relations between an information 
source dual to a cognitive process and its driving metabolic free energy 
source.

The first, J >  0, is an inverse measure of the degree of path dependence 
in biological development. For systems without path dependence, J =  oo. 
J «  0 thus represents a high degree of developmental path dependence.

J will always remain distinguished, a kind of inherent direction or
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external field strength in the sense of Wilson (1971).
The second parameter, Q =  l/H >  0, represents the inverse availability 

of metabolic free energy at the rate 'H.
The composite structure of interest is implicitly embedded in, and oper­

ates within the context of, a larger manifold stratified by spatial, behavioral, 
or other ‘distances’.

Take these as multidimensional vector quantities А , В, C.... A  may, 
for example, represent location in space, В might represent a multivariate 
analysis of a spectrum of observed behavioral or other factors, in the largest 
sense, and so on.

It may be possible to reduce the effects of these vectors to a function of 
their magnitudes a =  |A|, b =  |B| and с =  |C|, etc. Define a metric L as

L2 =  a2 +  b2 +  c2 +  ... (5.1)

Explicitly, an ergodic information source X  represents the developmen­
tal outcome of a large-scale physiological cognitive process. The source X , 
its uncertainty H[J, Q, X] and its parameters J, Q depend implicitly on the 
embedding manifold, and in particular on the metric L.

There is a fundamental reason for adding this new layer of compli­
cation. Earlier chapters discuss the ubiquity of sudden punctuation in 
developmental process, i.e., relatively rapid, seemingly discontinuous fun­
damental changes in system structure or dynamics, but associated with 
the nonequilibrium steady state. The natural formalism for examination 
of punctuation beyond that context involves application of Wilson’s (1971) 
program of renormalization symmetry -  invariance under the renormaliza­
tion transform -  to source uncertainty defined on the L-manifold. The 
results predict that the transfer of information within a cognitive system, 
or between such a system and an embedding context, will undergo sudden 
changes in structure analogous to phase transitions in physical systems.

Much discussion of phase changes in physical phenomena is based on 
the assumption that, at phase transition, a system looks the same un­
der renormalization transformation. That is, phase transition represents 
a stationary point for a renormalization transform in the sense that the 
transformed quantities are related by simple scaling laws to the original 
values.

Renormalization is a clustering semigroup transformation in which in­
dividual components of a system are combined according to a particular 
set of rules into a ‘clumped’ system whose behavior is a simplified average 
of those components. Since such clumping is a many-to-one condensation,
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there can be no unique inverse renormalization, and, as Section 1.4 shows, 
many possible forms of condensation. We will use the simplest model pos­
sible, equation (1.17). Generalization of these arguments to the models of 
equations (1.19) or (1.21) remains to be done.

The next step is to define characteristics of the information source X  
and J,Q  as functions of averages across the manifold having metric L. 
That is, to ‘renormalize’ by clustering the entire system in terms of blocks 
of different sized L.

Let N ( J, Q, n) be the number of high probability meaningful correlated 
sequences of length n across the entire system in the L-manifold of equation
(5.1), given parameter values J, Q. We examine changes in

H[J ,Q ,X ]S  lim tog [^ (J .O ."a  
n-УОО n

as Q -> Q c  for critical values Q c  at which the cognitive system begins to 
undergo a marked transformation from one kind of structure to another.

Given the metric of equation (5.1), a correlation length, х(<Л Q), can be 
defined as the average length in L-space over which structures involving a 
particular phase dominate.

Now clump the community into blocks of average size L in the mul­
tivariate manifold, the ‘space’ in which the cognitive system is implicitly 
embedded.

Following the classic argument of Wilson (1971), as in Section 1.4, it is 
possible to impose renormalization symmetry on the source uncertainty on 
H  and x  by assuming at transition the relations

H[Jl ,Q l , X ] = L d H [J,Q ,X] (5.2)
and

x (Jl ,Q l ) =  ^ j ^ -  (5-3)
hold, where Jl and Ql are the transformed values of J and Q after the 
clumping of renormalization. Take -J\. Q\ =  ./. Q. and permit the charac­
teristic exponent D to be nonintegral.

Equations (5.2) and (5.3) are assumed to hold in a neighborhood of the 
transition value Q c ■

Differentiating these with respect to L gives complicated expressions for 
dJu/dR and dQR/dR depending simply on L 

dQ L/d L =

dJLjdh  =  (5.4)
Lj
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Solving these differential equations represents Jl and Q i  as functions 
of J, Q and L.

Substituting back into equations (5.2) an (5.3), and expanding in a first 
order Taylor series near the critical value of Q c , gives power laws much 
like the Widom-Kadanoff relations for physical systems (Wilson, 1971). 
For example, letting J ->• 0 and taking к =  (Qc  -  Q)/Qc gives, in first 
order near Q c,

where у is a constant arising from the series expansion.
The ‘external field strength’ J remains distinguished in this treatment,

i.e., the inverse of the degree of path dependence.
At the critical point, a Taylor expansion of the renormalization equa­

tions (5.2) and (5.3) gives a first order matrix of derivatives whose eigen- 
structure defines fundamental system behavior. For physical systems the 
surface is a saddle point (Wilson 1971), but more complicated behavior 
seems likely in cognitive process (Binney et al. 1986).

5.4 Implications

Taking the simplest formulation, (J 0), Q increases toward a threshold 
value Q c, the source uncertainty of the dual ‘language’ common across the 
cognitive system declines and, at Q c, the average regime dominated by the 
‘other phase’ grows. That is, the system begins to freeze into one having 
a large correlation length for the second phase. The two phenomena are 
linked at criticality in physical systems by the scaling exponent y.

Assume the rate of change of к =  (Q c — Q)/Qc remains constant, 
\dn/dt\ =  1/ t q . Analogs with physical theory suggest there is a character­
istic time constant for the phase transition, r  =  tq/k, such that if changes 
in к take place on a timescale longer than r  for any given к, the correlation 
length x — Xo^~s, s =  1/y, will be in equilibrium with internal changes 
and result in a very large fragment in L-space.

Following Zurek (1985, 1996), the ‘critical’ freezout time, t, will occur 
at a ‘system time’ t =  x/\dx/dt\ such that t =  r. Taking the derivative 
dx/dt, remembering that by definition dn/dt =  1 / t q ,  gives

H =  KD^ H 0 

X = к~1/уХо (5.5)

KTQ _  TO (5.6)\dx/dt\ s к
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so that

к =  \ J s T0/tQ (5.7)

Substituting this value of к into the equation for correlation length, the 
expected size of fragments in L-space, d(t). becomes

r f « X o ( ^ - ) s/2 (5-8)
ST0

with s =  l /у > 0 .
The more rapidly Q approaches Q c, the smaller is t q  and the smaller 

and more numerous are the resulting Q-space fragments. Thus rapid change
-  sudden decline in the rate of available metabolic free energy -  produces 
a large number of small, disjoint, cognitive fragments, where a functional 
system might be expected to have only a few, relatively large, individual 
components.

Schizophreniform disorders appear to involve developmental fragmenta­
tion of cognitive processes that should be tightly interactive. The inference 
is that, not only is the rate of available metabolic free energy important 
in development, but the second order rate of change in that rate may also 
have impact. For example, too rapid decline in availability of metabolic 
free energy during early stages of neurodevelopment may express itself in a 
high potential for large-scale structural fragmentation during the adolescent 
pruning of neural connections.





Chapter 6

Extending the perspective

6.1 Summary

The arguments leading to equations (3.8-3.10) provide a foundation for ex­
ploring more general forms of cognitive pathologies and dysfunctions that 
may be projected down onto basic physiological mechanisms at the cellu­
lar level. The most direct mechanism for AD emerges as a ‘ground state 
collapse’ in cognitive protein folding regulation. However, other canonical 
pathologies of cognitive bioregulatory process may be expressed, providing 
other pathways to AD, or inducing other ‘developmental’ pathologies such 
as autism and schizophrenia. Here we explore those fundamental modes, 
focusing on the role of ‘large deviations’ that may be externally or inter­
nally driven. For humans, a particularly strong external influence will be 
the embedding sociocultural environment and its historical trajectory.

6.2 Introduction

The 2012 Alzheimer’s Association Research Roundtable (Herrup et al.,
2013) observed that

For decades, researchers have focused primarily on a 
pathway initiated by amyloid beta aggregation, amyloid 
deposition, and accumulation in the brain as the key mech­
anism underlying [Alzheimer’s disease (AD)] and the most 
important target. However, evidence increasingly suggests 
that amyloid is deposited early during the course of the dis­
ease, even prior to the onset of clinical symptoms. Thus, 
targeting amyloid in patients with mild to moderate [AD],
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as past failed clinical trials have done, may be insufficient 
to halt further disease progression. Scientists are investi­
gating other molecular and cellular pathways and processes 
that contribute to AD pathogenesis...

In this chapter, we expand the perspective to include other failure modes 
of bioregulatory process that go beyond the previous (relatively) simple 
phase transition ‘ground state’ analysis.

6.3 Large deviations

A later section of the monumental paper by Smith et al. (2011) examines 
the role of large deviations in biomolecular signal transduction, and we 
address similar matters in our formalism.

First, the approach of equations (3.8-3.10) can be extended via an 
entropy-analog in a driving parameter vector J as the Legendre transform 
of a free energy-analog 1Z representing some measure of information, for ex­
ample a Morse Function like equation (2.13), a Rate Distortion Function, 
or a mutual information like equations (2.1) and (4.2),

S =  H[J] -  J ■ VjTC[J] (6.1)

Equations (3.9) and (3.10) then generalize as

dJ? =  Y^[Lk,i(t, ...dS/dJ\..)dt +
i

...dS/dJi)dBit\ =

Lk(t, J )dt +  £  <Tk,i{t,3)dB\ (6.2)
г

where, again, t is the time and terms have been collected and expressed in 
the driving parameters. The dB\ represent different kinds of noise -  not 
necessarily ‘white’ -  whose characteristics are usually expressed by their 
quadratic variation. See any standard text for definitions, examples, and 
details (e.g., Protter, 1990).

Several matters emerge directly from invoking such a coevolutionary 
approach:

1. Setting the expectation of equations (6.2) equal to 
zero and solving for stationary points gives attractor states 
since the noise terms preclude unstable equilibria.
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2. This system may converge to limit cycle or pseudo­
random ‘strange attractor’ behaviors in which the system 
seems to chase its tail endlessly within a limited venue -  a 
kind of ‘Red Queen’ pathology.

3. What is converged to in both cases is not a sim­
ple state or limit cycle of states. Rather it is an equiv­
alence class, or set of them, of highly dynamic infor­
mation measures coupled by mutual interaction through 
crosstalk. Thus ‘stability’ in this structure represents par­
ticular patterns of ongoing dynamics rather than some 
identifiable static configuration. Physicists characterize 
this as a nonequilibrium steady state (NSS) (e.g., Derrida,
2007).

4. Applying Ito’s chain rule for stochastic differential 
equations to (Jtfe)2 and taking expectations allows calcula­
tion of variances, as in equation (3.12). These may depend 
very powerfully on a system’s defining structural constants, 
leading, again, to significant instabilities defining critical 
phenomena whose detailed description will require the ‘bi­
ological’ renormalizations of Chapter 1.

This represents a highly recursive phenomenological set of stochastic 
differential equations (Zhu et al. 2007), but operates in a dynamic rather 
than static manner: information sources are inherently nonequilibrium.

Most importantly, as Champagnat et al. (2006) note, shifts between the 
quasi-equilibria or NSS of such a coevolutionary system can be addressed by 
the large deviations formalism. The dynamics of drift away from trajecto­
ries predicted by the canonical equation can be investigated by considering 
the asymptotic of the probability of ‘rare events’ for the sample paths of 
the diffusion.

‘Rare events’ are the diffusion paths drifting far away from the direct 
solutions of the canonical equation. The probability of such rare events is 
governed by a large deviation principle, driven by a ‘rate function’ 1  that 
can be expressed in terms of the parameters of the diffusion.

This result can be used to study long-time behavior of the diffusion 
process when there are multiple attractive singularities. Under proper con­
ditions the most likely path followed by the diffusion when exiting a basin of 
attraction is the one minimizing the rate function I  over all the appropriate 
trajectories.
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An essential fact of large deviations theory is that the rate function I  
always has the canonical form

I = - J 2 Pi lo g (P j )  (6-3)
j

for some probability distribution. This result goes under a number of 
names; Sanov’s Theorem, Cramer’s Theorem, the Gartner-Ellis Theorem, 
the Shannon-McMillan Theorem, and so forth (Dembo and Zeitouni, 1998).

These arguments are in the direction of equation (6.2), now seen as 
subject to large deviations that can themselves be described as the conse­
quence of one or more information sources, providing ./^-parameters that 
can trigger punctuated shifts between quasi-stable topological modes of 
interacting cognitive submodules. In addition, the K, Kj,n, /3 and b param­
eters of chapter 3 can be taken as outputs of some contextual information 
source.

It should be clear that both such external signals and the internal rumi­
nations characterized by I  can define J fc-parameters and drive the system 
to different nonequilibrium steady states, and do so in a highly punctuated 
manner. Similar ideas are now common in systems biology (e.g., Kitano 
2004).

From another perspective, however, setting the expectation of equation
(6.2) to zero generates an index theorem (Hazewinkel, 2002), in the sense of 
Atiyah and Singer (1963). Such an object relates analytic results -  the so­
lutions to the equations -  to an underlying set of topological structures that 
are eigenmodes of a complicated network geometric operator whose spec­
trum is the possible states of the system. This structure, and its dynamics, 
do not really have simple physical system analogs.

Index theorems, in this context, instantiate relations between ‘con­
served’ quantities -  here, the quasi-equilibria of basins of attraction in pa­
rameter space -  and their underlying topological forms. The argument of 
Chapter 2, however, described how that network was itself defined in terms 
of equivalence classes of meaningful paths that, in turn, defined groupoids, 
a significant generalization of the group symmetries more familiar to 
physicists.

The approach, then, in a sense -  via the groupoid construction -  gener­
alizes the famous relation between group symmetries and conservation laws 
uncovered by E. Noether that has become the central foundation of modern 
physics (Byers, 1999). Thus this work proposes a kind of Noetherian sta­
tistical dynamics of the living state. The method, however, represents the 
fitting of dynamic regression-like statistical models based on the asymptotic
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limit theorems of information theory to data. These are necessary condi­
tions models and cannot presume to be a ‘real’ picture of the underlying 
systems and their time behaviors: biology is not physics.

Again, as with simple fitted OLS regression equations, actual scien­
tific inference is done most often by comparing the same systems under 
different, and different systems under the same, conditions. Statistics is 
not science, and one can easily imagine the necessity of nonparametric or 
non-Noetherian models.

6.4 Canonical pathologies of cognition

Ground state collapse
The arguments leading to equations (3.9) and (3.10) can now be reca­

pitulated using a joint information source

H (X U,Y, Ld ) (6.4)

providing a more complete picture of large-scale cognitive dynamics if the 
source X  in the presence of embedding regulatory system У, or of sporadic 
external ‘therapeutic’ or pathological interventions -  or ‘unexpected or un­
explained internal dynamics’ (UUID) -  represented by the large deviations 
information source Ld ■ However, the joint source of equation (6.4) now rep­
resents a de-facto distributed cognition involving interpenetration between 
both the underlying embodied cognitive process and its similarly embodied 
regulatory machinery. We will revisit this idea in the next chapter.

That is, we can now define a composite Morse Function of embodied 
cognition-and-regulation, F, as

exp[-F/w(H, /л)} =  ^  exp[ -H {X V, Y, LD)/w(H, /i)] (6.5)
i

where ш(И,ц) is a monotonic increasing function of both the metabolic 
free energy (or control signal data rate) and of the ‘richness’ of the inter­
nal cognitive function defined by an internal -  strictly cognitive -  network 
coupling parameter ц. Typical examples might include u>oy/Ufi, wol'H/i]'7, 
7  >  0 , wi log[u>2'Hp +  1], and so on.

More generally, H (X U,Y, L o) in equation (6.4) can be replaced by the 
norm \Yy,ld {v)\ for appropriately chosen representations Г of the under­
lying cognitive-defined groupoid, in the sense of Bos (2007) and Buneci 
(2003). That is, many Morse Functions similarly parameterized by the 
monotonic functions ш{Т4,ц) are possible, with the underlying topology, in
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the sense of Pettini, itself subtly parameterized by the information sources 
Y  and Ld .

Applying Pettini’s topological hypothesis to the chosen Morse Function, 
reduction of either 'H or /i, or both, can trigger a ‘ground state collapse’ rep­
resenting a phase transition to a less symmetric, pathological ‘frozen’ state, 
as in Chapter 2. In higher organisms, which must generally function under 
real-time constraints, elaborate secondary back-up systems have evolved to 
take over behavioral control under such conditions. These typically range 
across basic emotional, as well as hypothalamic-pituitary-adrenal (HPA) 
and hypothalamic-pituitary-thyroid (HPT) axis, responses (Wallace 2005a, 
2012, 2014a; Wallace and Fullilove 2008). Failures of these systems are 
implicated across a vast range of common, and usually comorbid, mental 
and physical illnesses (Wallace 2005a, b; Wallace and Wallace 2010, 2013).

Again, this development represents the most direct expansion of the ap­
proach used in Chapter 2 for AD. The next iterations, however, significantly 
extend the general model, and may represent different possible pathways 
leading to a spectrum of pathologies.

‘Epileptiform’ disorders
An information source defining a large deviations rate function I  in 

equation (6.3) can also represent input from UUID unrelated to external 
perturbation. Such UUID will always be possible in sufficiently large cog­
nitive systems, since crosstalk between cognitive submodules is inevitable, 
and any critical value can be exceeded if the structure is large enough or 
is driven hard enough. This suggests that, as Nunney (1999) describes for 
cancer, large-scale cognitive systems must be embedded in powerful regu­
latory structures over the life course. Wallace (2005b), in fact, examines a 
‘cancer model’ of regulatory failure for mental dysfunction.

Wallace (2000) uses a large deviations argument to examine epileptiform 
disorders. Martinerie et al. (1998) and Eiger and Lehnertz (1998) find a 
simplified ‘grammar’ and ‘syntax’ characterize brain dynamic pathways to 
epileptic seizure. As Martinerie et al. put it,

The view of chronic focal epilepsy now is that ab­
normally discharging neurons act as pacemakers to re­
cruit and entrain other normal neurons by loss of in­
hibition and synchronization into a critical mass. Thus 
preictal changes should be detectable during the stages 
of recruitment... Nonlinear indicators may undergo con­
sistent changes around seizure onset... We demonstrated
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that in most cases... seizure onset could be anticipated well 
in advance [using nonlinear analytic methods] and that all 
subjects seemed to share a similar ‘route’ towards seizure.

Wallace (2000) looks at such a phase transition in the dual source un­
certainty of a spatial array of resonators itself as a large fluctuational event, 
having a pattern of optimal/meaningful paths defined by a (pathological) 
information source Lp. Failure of regulation then permits entrainment 
of normal neurons by abnormally discharging pacemakers, producing a 
seizure.

The essential point is that similar epileptiform UUID instabilities might 
well afflict a plethora of biological or other cognitive systems, including ‘low 
level’ physiological processes.

Obsessive/compulsive disorder
Following Overduin and Furnham (2012), obsessive-compulsive disorder 

(OCD) is a widespread pathological condition with prevalence rates from 
about 1% (current) and 2-2.5% (lifetime). Subclinical manifestations are 
frequently present in individuals without OCD, ranging perhaps as high as 
25% of the general population. They state that

Individuals with OCD, or with a high risk of develop­
ing OCD, suffer from recurrent, unwanted, and intrusive 
thoughts (obsessions) and engage in repetitive ritualistic 
behaviors (compulsions), usually aimed to prevent, reduce, 
or eliminate distress or feared consequences of the obses­
sions. Relief by rituals is generally temporary and con­
tributes to future ritual engagement... [U]ntreated symp­
toms often persist or increase over time, causing significant 
impairment in social, professional, academic, and/or fam­
ily functioning...

OCD and its subclinical manifestations thus appear widespread in stud­
ied culturally Western populations, indeed, perhaps a canonical failure 
mode of high order cognition (but see Heine, 2001 for another possible in­
terpretation). There may, however, be more general bioregulatory analogs 
at different levels of organization.

Adapting the Onsager method above to the Morse Function F  of equa­
tion (6.5) leads to a generalized form of equation (6.2), now involving gra­
dients in the extended entropy analog

S =  F (Q ) -  Q ■ Vq.F (6.6)
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Again, setting the expectation the resulting set of stochastic differential 
equations to zero and solving for stationary sets may provide individual 
nonequilibrium steady states, ‘Red Queen’ limit cycles -  where the system 
seems to chase its tail in repetitive cycles -  or even characteristic ‘strange 
attractor’ sets over which the system engages in pseudorandom excursions.

Thus Red Queen behaviors, analogous to computer thrashing, provide 
a possible model of OCD in sophisticated cognitive structures that are 
generally both embodied and distributed. Indeed, Clay et al. (2011) invoke 
a mitochondrial mechanism in the cycling of bipolar disorder. Some forms 
of this failure mode likely act at the cellular level of organization.

Another possible route to OCD might involve a pathological ‘inatten- 
tional blindness’ in the spirit of Section 3.5. In that case, a complex ‘cog­
nitive retina’ becomes unable to refocus on changing patterns of challenge 
and opportunity, and becomes fixated on a particular behavior set.

Both mechanisms may act independently or, more likely, in a complex 
synergistic manner.

Schizophreniform and autism spectrum analogs
Recall that the global workspace model of consciousness (Baars 1988; 

Baars et al. 2013; Wallace 2005a, b, 2007, 2012) posits a theater spotlight 
involving the recruitment of unconscious cognitive modules of the brain into 
a temporary, tunable, general broadcast fueled by crosstalk that allows for­
mation of the shifting coalitions needed to address real-time problems facing 
a higher organism. Similar exaptations of crosstalk between cognitive mod­
ules at smaller scales have been recognized in wound healing, the immune 
system, and so on (Wallace 2012; 2014a).

Theories of embodied cognition envision that phenomenon as analogous, 
that is, as the temporary assembly of interacting modules from brain, body, 
and environment to address real-time problems facing an organism. This is 
likewise a dynamic process that sees many available information sources -  
not limited to those dual to cognitive brain or internal physiological modules
-  again linked by crosstalk into a tunable real-time phenomenon that is, in 
effect, a generalized consciousness. Matters related to embodied cognition 
will be examined more fully in the next chapter.

The perspective has particular implications for disorders of brain con­
nectivity like schizophrenia and autism, but represents a far more general 
mechanism that can project downward in scale. Figure 2.3 can now be inter­
preted as a schematic of a generalized physiological consciousness involving 
dynamic patterns of crosstalk between information sources -  the X j -  repre­
senting a cognitive physiological process, its biological implementation, and
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an embedding environment, in no given order, and treated as fundamen­
tally equivalent. The full and dotted lines represent recruitment of these 
dispersed resources (involving crosstalk at or above some fixed but tunable 
value) in two different topological patterns to address two different kinds 
of problems in real time. That is, autism spectrum and schizophreniform 
pathologies are widely viewed as involving failures in linkage that affect, in 
one way or another, the recruitment of unconscious cognitive brain modules 
(e.g., Wallace 2005b).

With regard to schizophrenia, Ben-Shachar (2002) writes

[M]itochondrial impairment could provide an explana­
tion for the tremendous heterogeniety of clinical and patho­
logical manifestations in schizophrenia...[SJeveral indepen­
dent lines of evidence... suggest an involvement of mi­
tochondrial dysfunction in [the disorder]... altered cere­
bral energy metabolism, mitochondrial polyplasia, dys­
function of the oxidative phosphorylation system and al­
tered mitochondrial related gene expression. [T]he inter­
action between dopamine, a predominant etiological factor 
in schizophrenia, and mitochondrial respiration is consid­
ered as a possible mechanism underlying the hyper- and 
hypo-activity cycling in schizophrenia.

Prabakaran et al. (2004) claim

The etiology and pathophysiology of schizophrenia re­
main unknown... Almost half the altered proteins identi­
fied [by a brain tissue protenomics analysis] were associ­
ated with mitochondrial function and oxidative stress re­
sponses... We propose that oxidative stress and the ensuing 
cellular adaptations are linked to the schizophrenia disease 
process...

Shao et al. (2008) argue that a growing body of evidence suggests that 
there is mitochondrial dysfunction in schizophrenia, bipolar disorder, and 
major depressive disorder.

Scaglia (2010) finds several lines of evidence suggesting involvement of 
mitochondrial dysfunction in schizophrenia, including alterations in brain 
energy metabolism, electron transport chain activity, and expression of 
genes involved in mitochondrial function, and argues that mechanisms of
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dysfunctional cellular energy metabolism underlie the pathophysiology of 
major subsets of psychiatric disorders.

Clay et al. (2011) find

Several pieces of evidence point to an underlying 
dysfunction of mitochondria [in bipolar disorder and 
schizophrenia]: (i) decreased mitochondrial respiration; (ii) 
changes in mitochondrial morphology; (iii) increases in mi­
tochondrial DNA (mtDNA) polymorphisms and in levels of 
mtDNA mutations; (iv) downregulation of nuclear mRNA 
molecules and proteins involved in mitochondrial respira­
tion; (v) decreased high-energy phosphates and decreased 
pH in the brain; and (vi) psychotic and affective symp­
toms, and cognitive decline in mitochondrial disorders... 
Understanding the role of mitochondria, both developmen- 
tally as well as in the ailing brain, is of critical importance 
to elucidate pathophysiological mechanisms in psychiatric 
disorders.

Similarly, there is considerable and growing evidence for mitochondrial 
mechanisms in autism spectrum disorders:

Palmieri and Persico (2010) write

Autism Spectrum Disorders are often associated with 
clinical, biochemical, or neuropathological evidence of al­
tered mitochondrial function... [T]he majority of autis­
tic patients displays functional abnormalities in mitochon­
drial metabolism seemingly secondary to pathophysiologi­
cal triggers... [That is,] mitochondrial function may play a 
critical role not just in rarely causing the disease, but also 
in frequently determining to what extent different prenatal 
triggers will derange neurodevelopment and yield abnor­
mal postnatal behavior...

Likewise, Giulivi et al. (2010) assert that

Impaired mitochondrial function may influence pro­
cesses highly dependent on energy, such as neurodevelop­
ment, and contribute to autism... [In our study,] children 
with autism were more likely to have mitochondrial dys­
function, mtDNA overreplication, and mtDNA deletions
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than typically developing children.

Summarizing a long series of studies, Rossignol and Frye (2014) find

[E]vidence is accumulating that [Autism Spectrum Dis­
order] is characterized by certain physiological abnormali­
ties, including oxidative stress, mitochondrial dysfunction 
and immune dysregulation/inflammation... [R]ecent stud­
ies have... reported these abnormalities in brain tissue de­
rived from individuals diagnosed with ASD as compared 
to brain tissue derived from control individuals... suggest­
ing that ASD has a clear biological basis with features of 
known medical disorders.

Goh et al. (2014), in a seminal finding, argue

Impaired mitochondrial function impacts many bi­
ological processes that depend heavily on energy and 
metabolism and can lead to a wide range of neurodevel- 
opmental disorders, including autism spectrum disorder... 
Although evidence that mitochondrial dysfunction is a bio­
logical subtype of ASD has grown in recent years, no study 
to our knowledge, has demonstrated evidence of mitochon­
drial dysfunction in brain tissue in vivo in a large, well- 
defined sample of individuals with ASD... Our use of... 
sensitive imaging technologies has allowed us to identify 
in vivo a biological subtype of ASD with mitochondrial 
dysfunction... [L]actate-positive voxels in our sample were 
detected most frequently in the cingulate gyrus, a struc­
ture that supports higher-order control of thought, emo­
tion, and behavior, and one in which both anatomical and 
functional disturbances have been reported previously in 
ASD.

The arguments of Chapter 5 suggest that rates of change in the rate of 
available metabolic free energy may also play a critical role in determining 
the ultimate overall connectivity of physiological cognitive phenomena. In 
particular, rapid rate-of-decay in availability of MFE may trigger develop­
mental cognitive fragmentation.

‘Mental disorders’ , in a large sense, emerge, then, as a synergistic dys­
function of internal process and regulatory milieu, which above was simply
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characterized by the interaction between the internal and external driving 
parameters.

Indeed, Verduzco-Flores et al. (2012), using a detailed neural network 
model, observed that

[Certain network] changes result in a set of dynam­
ics which may be associated with cognitive symptoms 
associated with different neuropathologies, particularly 
epilepsy, schizophrenia, and obsessive compulsive disor­
ders... [S]ymptoms in these disorders may arise from simi­
lar or the same general mechanisms...[and] these patholog­
ical dynamics may form a set of overlapping states within 
the normal network function..[related] to observed associ­
ations between different pathologies.

Apparently, these are robust observations across a variety of cognitive 
systems.

Other dysfunctions likely involve characteristic irregularities in topolog­
ical connections. Thus analogous disorders might arise from similar topo­
logical failures affecting the real-time recruitment of physiological, regula­
tory, and environmental information sources. The central environmental 
role of culture in human biology means, of course, that, for humans, all 
such disorders are inherently culture bound syndromes, much in the spirit 
of Kleinman and Cohen (1997) and Heine (2001). Lower level physiologi­
cal systems would seem susceptible to similar culturally-specific topological 
pathology.

6.5 Implications

Chapters 2 and 3 examined a particular form of regulatory failure driven by 
the inability of mitochondrial resources to deliver critical levels of metabolic 
free energy. In the context of this chapter, such failure precipitates a ground 
state collapse to a pathologically simple physiological dynamic. Other pat­
terns of disease, involving more subtle dysfunctions, appear to follow from 
a more complete exploration of canonical failure modes of cognitive bioreg- 
ulatory processes. These may provide other developmental pathways to 
disease, beyond, (or even synergistic with) the ground state collapse lead­
ing to amyloid formation.

The role of large deviations is central to the extension of the models.
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These may arise from unexpected internal dynamics, or through perturba­
tions from an embedding, highly-structured, environmental context. For 
humans, an essential context is the historically-patterned sociocultural mi­
lieu in which we all participate throughout the life course. The next chap­
ters examine how the influence of such context can percolate down into 
cellular physiology, the ‘basic biology’ of the biomedical technician or engi­
neer. From a larger perspective, however, one is reminded of the comment 
by the evolutionary anthropologist Robert Boyd that “culture is as much 
a part of human biology as the enamel on our teeth” .





Chapter 7

Embodiment and environment

7.1 Summary

The Data Rate Theorem that establishes a formal linkage between real-time 
linear control theory and information theory carries deep implications for 
the study of embodied cognition and its dysfunctions. The stabilization of 
such cognition is a dynamic process deeply intertwined with it, constituting, 
in a sense, the riverbanks directing the flow of a stream of generalized 
consciousness.

7.2 Introduction

The previous chapter, via equation (6.4), invoked an interpenetration be­
tween an embodied cognitive process and its similarly embodied regulatory 
milieu. Here, we consider such embodiment in more detail, and explore its 
present intellectual context.

Varela, Thompson and Rosch (1991), in their pioneering study The 
Embodied Mind: Cognitive Science and Human Experience, asserted that 
the world is portrayed and determined by mutual interaction between the 
physiology of an organism, its sensimotor circuitry, and the environment. 
The essential point, in their view, being the inherent structural coupling 
of brain-body-world. Lively debate has followed and continues (e.g., Clark, 
1998; M. Wilson, 2002; A. Wilson and S. Golonka, 2013). As Wilson and 
Golonka put it,

The most exciting hypothesis in cognitive science right 
now is the theory that cognition is embodied... [T]he im­
plications of embodiment are... radical... If cognition can

83
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span the brain, body, and environment, then the ‘states 
of mind’ of disembodied cognitive science won’t exist to 
be modified. Cognition will instead be an extended sys­
tem assembled from a broad variety of resources... [that] 
can span brain, body, and environment... Our behavior 
emerges from a pool of potential task resources that in­
clude the body, the environment and... the brain...

Barrett and Henzi (2005) summarize matters as follows:

...[C]ognition is ‘situated’ and ‘distributed’ . Cognition 
is not limited by the ‘skin and skull’ of the individual... but 
uses resources and materials in the environment... The dy­
namic social interactions of primates... can be investigated 
as cognitive processes in themselves... A distributed ap­
proach... considers all cognitive processes to emerge from 
the interactions between individuals, and between individ­
uals and the world.

This picture, of the recruitment of markedly disparate resources into 
shifting, temporary coalitions in real time to address challenges and oppor­
tunities, represents a significant extension of the model we have developed 
so far.

It is possible to study the synergism between cognition, embodiment, 
and environment through the Data Rate Theorem that formally relates 
control theory and information theory, and to include as well the needed 
regulation and stabilization mechanisms in a unitary construct that must 
interpenetrate in a similar manner.

Above, we have formally represented a generalized cognition in terms 
of dual information sources linked by crosstalk. Here, we extend the model 
to include environment and body.

7.3 Environment as an information source

Multifactorial cognitive and behavioral systems interact with, affect, and 
are affected by, embedding environments that ‘remember’ interaction by 
various mechanisms. It is possible to reexpress environmental dynamics in 
terms of a grammar and syntax that represent the output of an information 
source -  another generalized language.

Some examples:
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1. The turn-of-the seasons in a temperate climate, for many ecosystems, 
looks remarkably the same year after year: the ice melts, the migrating birds 
return, the trees bud, the grass grows, plants and animals reproduce, high 
summer arrives, the foliage turns, the birds leave, frost, snow, the rivers 
freeze, and so on.

2. Human interactions take place within fairly well defined social, cul­
tural, and historical constraints, depending on context: birthday party be­
haviors are not the same as cocktail party behaviors in a particular social 
set, but both will be characteristic.

3. Gene expression during development is highly patterned by embed­
ding environmental context via ‘norms of reaction’ (e.g., Wallace and Wal­
lace 2010).

Suppose it possible to coarse-grain the generalized ‘ecosystem’ at time t, 
in the sense of symbolic dynamics (e.g., Beck and Schlogl 1993) according 
to some appropriate partition of the phase space in which each division 
Aj represent a particular range of numbers of each possible fundamental 
actor in the generalized ecosystem, along with associated larger system 
parameters. What is of particular interest is the set of longitudinal paths, 
system statements, in a sense, of the form x(n) =  Ao, A i , ..., An defined in 
terms of some natural time unit of the system. Thus n corresponds to a 
characteristic time unit T, so that t =  T, 2T. ..., nT.

Again, the central interest is in serial correlations along paths.
Let N (n) be the number of possible paths of length n that are consistent 

with the underlying grammar and syntax of the appropriately coarsegrained 
embedding ecosystem, in a large sense. As above, the fundamental assump­
tions are that -  for this chosen coarse-graining -  N(ri), the number of gram­
matical paths, is much smaller than the total number of paths possible, and 
that, in the limit of (relatively) large n,

H =  lim log[7V(n)]/n
n—»oo

both exists and is independent of path.
These conditions represent a parallel with parametric statistics. Systems 

for which the assumptions are not true will require specialized approaches.
Nonetheless, not all possible ecosystem coarse-grainings are likely to 

work, and different divisions, even when appropriate, might well lead to 
different descriptive quasi-languages for the ecosystem of interest. Thus, 
empirical identification of relevant coarse-grainings for which this theory 
will work may represent a difficult scientific problem.
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Given an appropriately chosen coarse-graining, define joint and con­
ditional probabilities for different ecosystem paths, having the form 
P {A o ,A i,...,A n), P (A n\Aa,...,An- { ) ,  such that joint and conditional 
Shannon uncertainties can be defined on them that satisfy equation (1.7).

Taking the definitions of Shannon uncertainties as above, and arguing 
backwards from the latter two parts of equation (1.7), it is possible to 
recover the first, and divide the set of ecosystem temporal paths into two 
subsets, one very small, containing the grammatically correct, and hence 
highly probable paths, that we will call ‘meaningful’ , and a much larger set 
of vanishingly low probability.

7.4 Body dynamics and culture as information sources

Body movement is inherently constrained by evolutionary bauplan: snakes 
do not brachiate, humans cannot (easily) scratch their ears with their hind 
legs, fish do not breathe air, nor mammals water. This is so evident that 
one simply does not think about it. Nonetheless, teaching a human to 
walk and talk, a bird to fly, or a lion to hunt, in spite of evolution, are 
arduous enterprises that take considerable attention from parents or even 
larger social groupings. Given the basic bodyplan of head and four limbs, 
or two feet and wings, or of a limbless spine, the essential point is that not 
all motions are possible. Bauplan imposes limits on dynamics.

That is, if we coarsegrain motions, perhaps using some form of the stan­
dard methods for choreography transcription appropriate to the organism 
(or mechanism) under study, we see immediately that not all ‘statements’ 
possible using the dance symbols have the same probability. That is, there 
will inevitably be a grammar and syntax to observed body-based behaviors 
imposed by evolutionary or explicit design bauplan. Sequences of symbols, 
say of length n, representing observed motions can be segregated into two 
sets, the first, and vastly larger, consisting of meaningless sequences (like 
humans scratching their ears with their feet) that have vanishingly small 
probability as n -> oo. The other set, consistent with underlying bauplan 
grammar and syntax, can be viewed as the output of an information source, 
in precisely the manner of the previous two sections, in first approximation 
following the relations of equation (1.7).

In precisely the same manner as evolutionary bauplan constrains possi­
ble sequences of motions into high and low probability sets, so too learned 
culture (and its associated patterns of social interaction) contextually con­
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strain possible behaviors, spoken language, body postures, and many other 
phenotypes. That is, different cultures impose different probability struc­
tures, in a large sense, on essential matters of living and of the life course 
trajectory. Even sleep is widely discordant across cultural boundaries. 
Birth, marriage, death, social conflict, economic exchange, and so on, are 
all strongly patterned by culture, in the context of historical trajectory 
and social segmentation. Some discussion of these matters regarding men­
tal disorders can be found in Kleinman and Good (1985), Dejarlais et al. 
(1995), and references therein. Boyd and Richerson (2005) provide a more 
comprehensive introduction.

More generally, as Durham (1991) argues, genes and culture are two 
distinct but interacting systems of heritage in human populations. Infor­
mation of both kinds has potential or actual influence over behaviors, cre­
ating a real and unambiguous symmetry between genes and phenotypes on 
the one hand and culture and phenotypes on the other. Genes and culture 
are best represented as two parallel tracks of hereditary influence on pheno­
types, acting, of course, on markedly different timescales. Human species’ 
identity rests, in no small part, on on its unique evolved capabilities for 
social mediation and cultural transmission, creating, again, high and low 
probability sets of real-time behavioral sequences.

7.5 Interacting information sources

Recall the arguments of Chapter 2. From the no free lunch result, Shan­
non’s Rate Distortion insight, or the ‘tuning theorem’ , it becomes clear 
that different challenges facing any cognitive system, distributed collection 
of them, or interacting set of other information sources, that constitute 
an organism (or automaton), must be met by different arrangements of 
cooperating modules represented as information sources.

It is possible to make a very abstract picture of this phenomenon based 
on the network of linkages between the information sources dual to the 
individual ‘unconscious’ cognitive modules (UCM), and those of related 
information sources with which they interact. That is, a shifting, task- 
mapped, network of information sources is continually reexpressed: given 
distinct problem classes confronting the organism or automaton, there must 
be different wirings of the information sources, including those dual to the 
available UCM, with the network graph edges measured by the amount 
of information crosstalk between sets of nodes representing the different
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sources: figure 2.3.
Thus fully embodied systems, in the sense of Wilson and Golonka (2013), 

involve interaction between very general sets of information sources assem­
bled into a ‘task-specific device’ in the sense of Bingham (1988) that is nec­
essarily highly tunable. This mechanism represents a broad evolutionary 
generalization of the ‘shifting spotlight’ characterizing the global neuronal 
workspace model of consciousness (Wallace, 2005a).

Recall from Chapter 2 that a mutual information measure of cross-talk is 
not inherently fixed, but can continuously vary in magnitude. This suggests 
a parameterized renormalization: the modular network structure linked by 
crosstalk has a topology depending on the degree of interaction of interest.

As argued, that topology is the basic tunable syntactic filter across the 
underlying modular structure whose more general topological properties 
can be described in terms of index theorems, where analytic constraints 
can become closely linked to the topological structure and dynamics of 
underlying networks (Atyah and Singer, 1963; Hazewinkel, 2002).

7.6 Implications

Here, we have explored something of the dynamics of an embodied cogni­
tion, and of a necessarily synergistic embodied regulation. These, according 
to theory, inevitably involve a dynamic interpenetration among nested sets 
of actors, represented here as information sources. They may include dual 
sources to internal cognitive modules, body bauplan, environmental infor­
mation, language, culture, and so on.

Adapting the arguments surrounding equation (6.5), two factors de­
termine the possible range of real-time cognitive response, in the simplest 
version of the model. These are the magnitude of the environmental feed­
back signal and the inherent structural richness of the underlying cognitive 
groupoid. If that richness is lacking -  if the possibility of internal connec­
tions is limited -  then even very high levels of a canonical control signal may 
not be adequate to activate appropriate behavioral responses to important 
real-time feedback signals, generally following a version of the argument 
leading to equation (3.15).

Cognition and regulation must, then, be viewed as interacting gestalt 
processes, involving not just an atomized individual (or, taking an even 
more limited ‘NIMH’ perspective, just the brain of that individual), but 
the individual in a rich context that must include both the body that acts
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on the environment, and the environment that reacts on body and brain.
Application of the large deviations analysis of Section 6.3 suggests that 

cognitive function also occurs in the context, not only of a powerful en­
vironmental embedding, but of a specific regulatory milieu: there can be 
no cognition without regulation. The ‘stream of generalized consciousness’ 
represented by embodied cognition must be contained within regulatory 
riverbanks. The failure of such containment triggers a variety of patholo­
gies at different scales and levels of organization, and that may indeed link 
across both.





Chapter 8

Chronic inflammation

8.1 Summary

The punctuated dynamics of pathology associated with failure in the deliv­
ery of metabolic free energy (MFE) occur in a larger context. In particular, 
excessive demand for MFE, and hence drain on mitochondrial machineries 
that might not be able to meet demand, can be viewed as a form of gener­
alized inflammation triggering an avalanche of serious health consequences. 
The nested nature of biological cognition among humans, from the subcel- 
lular to the sociocultural, implies in particular that psychosocial stress can 
have cascading influence across the body and over the life course trajectory. 
Application to AD in ‘right to work’ (RTW) vs. non-RTW states of the 
USA supports these inferences.

8.2 Aging models

Chapters 2 and 3 examined the role of metabolic free energy, most often pro­
vided by mitochondrial dynamics, in normal and pathological physiology. 
Chapter 5 studied developmental fragmentation, and Chapter 6 extended 
the model to include the influence of ‘ large deviations’ that can be driven 
by embedding context. Those larger considerations, we will show, suggest 
that chronic bioregulatory activation can be viewed as a kind of generalized 
inflammation leading to shortened lifespan. In this regard, we reexamine 
theories of aging and place the nested cognitive modules of human life in 
that context.

Theories of aging abound (e.g., Lorenzini et al. 2011). One of the most 
popular is disposable soma theory (Kirkwood 1977) which proposes an al­
location of energy leading to a trade-off between increased lifespan and
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increased fertility. The trade-off manifests itself as a reduction in the abil­
ity to maintain somatic cells when energy is directed toward reproductive 
fitness.

A quasi-programmed theory has been proposed, in which aging is an 
unintended consequence of a continuing developmental program, resulting 
in a defined lifespan (Blagosklonny 2010).

The free radical theory of aging is based on the fact that oxidative 
processes are essential to life, yet the consequent and subsequent generation 
of free radical damage is inadequately controlled, leading to accumulated 
damage causing dysfunctions characteristic of aging (Harman 1956).

More recently, psychosocial stress and its physiological correlates have 
been implicated in premature aging. Epel et al. (2004) describe accelerated 
telomere shortening in response to life stress. They found that psycholog­
ical stress, both perceived stress and the chronicity of stress, is associated 
with higher oxidative stress, lower telomerase activity, and shorter telom­
ere length, which are known determinants of cell senescence and longevity. 
High stress women were found to have telomeres shorter on average by the 
equivalent of one decade in comparison to low stress women.

Geronimus et al. (2004), focusing on the USA, describe how 
‘racial’/ethnic differences in chronic morbidity and excess mortality are 
pronounced by middle age. Evidence of early health deterioration among 
Blacks and racial differences in health are evident at all socioeconomic 
levels. They invoke a ‘weathering’ hypothesis positing that Blacks expe­
rience early health deterioration as a consequence of the cumulative im­
pact of repeated experience with social or economic adversity and political 
marginalization.

Following Lorenzini et al., a very broad characterization of the pheno­
typic changes of aging is that they represent a reduced capacity to maintain 
homeostasis, resulting in reduced functional capacity, increased vulnerabil­
ity to multiple diseases, and a reduction in the ability to respond to stress, 
injury, or other perturbations.

With particular regard to homeostasis, the involvement of activated 
bioregulation in the etiology of chronic disease has long been recognized. 
Bosma-den Boer et al. (2012) argue that the number of people suffering 
from chronic conditions such as cardiovascular disease, diabetes, respiratory 
diseases, mental disorders, autoimmune diseases and cancers has increased 
dramatically over the last three decades. The increasing rates of these 
chronic systemic illnesses suggest that inflammation, caused by excessive 
and inappropriate innate immune system activity, is unable to respond



Chronic inflammation 93

appropriately to danger signals that are new in the context of evolution. 
This leads, in their view, to unresolved or chronic inflammatory activation 
in the body.

Kolb et al. (2010) specifically study diabetes, and Miller et al. (2009) 
depression, from this perspective.

Cohen et al. (2012) examine the role of chronic stress in hypothalamic- 
pituitary-adrenocortical axis (HPA) disorders from a similar viewpoint. 
Chronic psychological stress is associated with increased risk for depres­
sion, cardiovascular disease, diabetes, autoimmune diseases, upper respi­
ratory infections, and poorer wound healing, via HPA axis dysregulation 
(Cohen et al. 2007; McEwen 1998).

Crowson et al. (2010) provide a similar analysis, finding that inflamma­
tion and immune dysregulation are strongly implicated in the premature 
aging of rheumatoid arthritis (RA) patients. Premature aging due to senes­
cence of multiple systems, such as the immune, endocrine, cardiovascular, 
muscular, and nervous systems, represents an attractive biologic model that 
may, in part, they claim, explain the excess mortality observed in RA and 
other chronic diseases.

Immune and HPA function are examples of (broadly) cognitive physio­
logical and other processes as described in Chapter 2 that characterize, and 
are linked across, all scales and levels of organization of the living state. 
Following the developments of the earlier chapters, we can view the chronic 
activation of such systems at low levels of incoming signals as a general­
ized inflammation, a form of self-attack, leading to a certain spectrum of 
diseases.

The necessarily multilevel and multiscale phenotypes of the resulting 
pathology suggests that therapy and prevention will be most effective when 
also focused across scales and levels of organization.

Holling (1992) explores the central role of ‘keystone’ levels and scales 
in ecosystem studies, that is, those at which perturbation will particularly 
resonate to both smaller/lower and larger/higher levels. He argues that 
ecosystems are controlled and organized by a small number of key plant, 
animal, and biotic processes that structure the landscape at different scales. 
Within any one ecosystem, the periodicities and architectural attributes of 
the critical structuring processes will establish a nested set of periodicities 
and spatial features that become attractors for other variables. The de­
gree to which small, fast events influence larger, slower ones is critically 
dependent upon mesoscale disturbance processes.

In sum, Holling finds that the landscape is structured hierarchically
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by a small number of driving processes into a similarly small number of 
levels, each characterized by a distinct scale of ‘architectural’ texture and 
of temporal speed and variables.

More recently, this mechanism was rediscovered in public health by 
Glass and McAtee (2006), expressed in terms of ‘risk regulators’ acting at 
particular scales and levels of organization. As they put it, many studies 
illustrate the limits of well-intentioned interventions that treat individual 
health behaviors as separate from social context and from biological influ­
ences. They then explore extending the stream of causation to nested levels 
of biology and social organization.

It is clear from much social science that particular keystone levels for 
humans are the geographic neighborhood of work and residence, and the 
embedded social networks associated with them (e.g., Wallace and Wal­
lace 2013). This suggests that multilevel, multiscale strategies that address 
more than one level of organization are likely to have far more therapeu­
tic effect than magic bullet ‘ceutical’ interventions limited to molecular, 
cellular, organ, or individual levels of structure.

8.3 Cognitive modules and broadcasts

Although, as Maturana and Varela (1980, 1992) understood, cognition per­
vades the living state at all scales and levels of organization, their nesting 
in human life extends beyond the confines of the cell, across the whole 
individual, and beyond. We review something of this structure.

Protein folding regulation
The ‘symmetry’ discussions of the second chapter have a larger con­

text, beyond AD. High rates of protein folding and aggregation diseases, 
in conjunction with observations of the elaborate cellular folding regula­
tory apparatus associated with the endoplasmic reticulum and other cel­
lular structures that compare produced to expected protein forms (e.g., 
Scheuner and Kaufman 2008; Dobson 2003), presents a clear and power­
ful logical challenge to simple physical ‘folding funnel’ free energy models 
of protein folding, as compelling as these are in vitro or in silico. This 
suggests that a more biologically-based model is needed for understanding 
the life course trajectory of protein folding, a model analogous to Atlan 
and Cohen’s (1998) cognitive paradigm for the immune system. That is, 
the intractable set of disorders related to protein aggregation and misfold­
ing belies simple mechanistic approaches, although free energy landscape
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pictures (Anfinsen 1973; Dill et al. 2007) surely capture part of the pro­
cess. The diseases range from prion illnesses like Creutzfeld-Jakob disease, 
in addition to amyloid-related dysfunctions like Alzheimer’s, Huntington’s 
and Parkinson’s diseases, and type 2 diabetes. Misfolding disorders include 
emphysema and cystic fibrosis.

The role of epigenetic and environmental factors in type 2 diabetes 
has long been known (e.g., Zhang et al. 2009; Wallach and Rey 2009). 
Haataja et al. (2008), for example, conclude that the islet in type 2 diabetes 
shows much in common with neuropathology in neurodegenerative diseases 
where interest is now focused on protein misfolding and aggregation and 
the diseases are now often referred to as unfolded protein diseases.

Scheuner and Kaufman (2008) likewise examine the unfolded protein 
response in /3 cell failure and diabetes and raise fundamental questions 
regarding the adequacy of simple energy landscape models of protein fold­
ing. They find that, in eukaryotic cells, protein synthesis and secretion are 
precisely coupled with the capacity of the endoplasmic reticulum (ER) to 
fold, process, and traffic proteins to the cell surface. These processes are 
coupled through several signal transduction pathways collectively known 
as the unfolded protein response that functions to reduce the amount of 
nascent protein that enters the ER lumen, to increase the ER capacity to 
fold protein through transcriptional up-regulation of ER chaperones and 
folding catalysts, and to induce degradation of misfolded and aggregated 
protein.

In the spirit of the second chapter, many of these processes and 
mechanisms seem no less examples of chemical cognition than the im­
mune/inflammatory responses that Atlan and Cohen (1998) describe in 
terms of an explicit cognitive paradigm, or that characterizes well-studied 
neural processes. Details were explored in Section 2.6.

IDP logic gates
Intrinsically disordered proteins (IDP) account for some 30% of all pro­

tein species, and perhaps half of all proteins contain significant sections 
that are intrinsically disordered. These species and sections appear to 
carry out far more functional moonlighting than do highly structured pro­
teins. Application of nonrigid molecule theory to IDP interaction dynamics 
gives this result directly (Wallace 2011, 2012b), in that mirror image sub- 
group/subgroupoid tiling matching of a fuzzy molecular lock-and-key can 
be much richer for IDP since the number of possible symmetries can grow 
exponentially with molecule length, while tiling matching for three dimen­
sional structured proteins is relatively limited. An information catalysis
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model implies that this mechanism can produce a large and subtle set of 
biological logic gates whose properties go far beyond digital AND, OR, 
XOR, etc., behaviors.

Glycan/lectin logic gates
Following Wallace (2012c), application of Tlusty’s rate distortion index 

theorem argument (Tlusty 2007) to the glycome, the glycan ‘kelp bed’ that 
coats the cell surface, and through interaction with lectin proteins, carries 
the major share of biological information, produces a reductio ad absurdum 
of almost infinite ‘code’ complexity. Clearly, a complicated form of chemi­
cal cognition imposes constraints carried by external information on what 
would be a grotesquely large ‘glycan code error network’ . The machin­
ery that manufactures glycan kelp fronds must itself be regulated by other 
levels of chemical cognition to ensure that what is produced matches what 
was scheduled for production. More generally, the information transmission 
involving interaction between glycan and lectin instantiates complex logic 
gate structures that themselves carry out higher order cognitive processes 
at the intercellular level (Wallace 2012c).

Gene expression
A cognitive paradigm for gene expression has emerged, a model in which 

contextual factors determine the behavior of what must be characterized 
as a reactive system, not at all a deterministic -  or even simple stochastic
-  mechanical process (Cohen 2006; Cohen and Harel 2007; Wallace and 
Wallace 2008, 2009, 2010).

O’Nuallain (2008) puts gene expression directly in the realm of com­
plex linguistic behavior, for which context imposes meaning. He claims 
that the analogy between gene expression and language production is use­
ful both as a fruitful research paradigm and also, given the relative lack of 
success of natural language processing by computer, as a cautionary tale 
for molecular biology. A relatively simple model of cognitive process as an 
information source permits use of Dretske’s (1994) insight that any cogni­
tive phenomenon must be constrained by the limit theorems of information 
theory, in the same sense that sums of stochastic variables are constrained 
by the Central Limit Theorem. This perspective permits a new formal 
approach to gene expression and its dysfunctions, in particular suggesting 
new and powerful statistical tools for data analysis that could contribute 
to exploring both ontology and its pathologies. Wallace and Wallace (2009, 
2010) apply the perspective to chronic disease.

This approach is consistent with the broad context of epigenetics and 
epigenetic epidemiology (Jablonka and Lamb 1995, 1998; Backdahl et al.
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2009; Turner 2000; Jaenish and Bird 2003; Jablonka 2004).
Foley et al. (2009) argue that epimutation is estimated to be 100 times 

more frequent than genetic mutation and may occur randomly or in re­
sponse to the environment. Periods of rapid cell division and epigenetic 
remodeling are likely to be most sensitive to stochastic or environmentally 
mediated epimutation. Disruption of epigenetic profile is a feature of most 
cancers and is speculated to play a role in the etiology of other complex 
diseases including asthma, allergy, obesity, type 2 diabetes, coronary heart 
disease, autism spectrum and bipolar disorders, and schizophrenia.

Scherrer and Jost (2007a, b) invoke information theory in their exten­
sion of the definition of the gene to include the local epigenetic machinery, 
a construct they term the ‘genon’ . Their central point is that coding infor­
mation is not simply contained in the coded sequence, but is, in their terms, 
provided by the genon that accompanies it on the expression pathway and 
controls in which peptide it will end up. In their view the information that 
counts is not about the identity of a nucleotide or an amino acid derived 
from it, but about the relative frequency of the transcription and generation 
of a particular type of coding sequence that then contributes to the deter­
mination of the types and numbers of functional products derived from the 
DNA coding region under consideration.

The genon, as Scherrer and Jost describe it, is precisely a localized form 
of global broadcast linking cognitive regulatory modules to direct gene ex­
pression in producing the great variety of tissues, organs, and their linkages 
that comprise a living entity.

The proper formal tools for understanding phenomena that ‘provide’ 
information — that are information sources — are the Rate Distortion Theo­
rem and its zero error limit, the Shannon-McMillan Theorem, and the Data 
Rate Theorem.

Immune system
Atlan and Cohen (1998) have proposed an information-theoretic -  and 

implicitly global broadcast -  cognitive model of immune function and pro­
cess, a paradigm incorporating cognitive pattern recognition-and-response 
behaviors that are certainly analogous to, but much slower than, those of 
the later-evolved central nervous system.

From the Atlan/Cohen perspective, the meaning of an antigen can be 
reduced to the type of response the antigen generates. That is, the mean­
ing of an antigen is functionally defined by the response of the immune 
system. The meaning of an antigen to the system is discernible in the type 
of immune response produced, not merely whether or not the antigen is
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perceived by the receptor repertoire. Because the meaning is defined by 
the type of response there is indeed a response repertoire and not only a 
receptor repertoire.

To account for immune interpretation, Cohen (1992, 2000) has reformu­
lated the cognitive paradigm for the immune system. The immune system 
can respond to a given antigen in various ways, it has ‘options’ . Thus the 
particular response observed is the outcome o f internal processes of weigh­
ing and integrating information about the antigen.

In contrast to Burnet’s view of the immune response as a simple reflex, 
it is seen to exercise cognition by the interpolation of a level of informa­
tion processing between the antigen stimulus and the immune response. A 
cognitive immune system organizes the information borne by the antigen 
stimulus within a given context and creates a format suitable for internal 
processing; the antigen and its context are transcribed internally into the 
chemical language of the immune system.

The cognitive paradigm suggests a language metaphor to describe im­
mune communication by a string o f chemical signals. This metaphor is apt 
because the human and immune languages can be seen to manifest several 
similarities such as syntax and abstraction. Syntax, for example, enhances 
both linguistic and immune meaning.

Although individual words and even letters can have their own mean­
ings, an unconnected subject or an unconnected predicate will tend to mean 
less than does the sentence generated by their connection.

The immune system creates a language by linking two ontogenetically 
different classes o f molecules in a syntactical fashion. One class of molecules 
are the T  and В cell receptors for antigens. These molecules are not inher­
ited, but are somatically generated in each individual. The other class of 
molecules responsible for internal information processing is encoded in the 
individual’s germline.

Meaning, the chosen type of immune response, is the outcome of the 
concrete connection between the antigen subject and the germline predicate 
signals.

The transcription of the antigens into processed peptides embedded in 
a context of germline ancillary signals constitutes the functional language 
of the immune system. Despite the logic of clonal selection, the immune 
system does not respond to antigens as they are, but to abstractions of 
antigens-in-context, and does so in a dynamic manner across many tissues, 
sometimes generating large-scale global broadcasts of immune activation.
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Tumor control
Nunney (1999) has explored cancer occurrence as a function of animal 

size, suggesting that in larger animals, whose lifespan grows as about the 
4/10 power of their cell count, prevention of cancer in rapidly proliferat­
ing tissues becomes more difficult in proportion to size. Cancer control 
requires the development of additional mechanisms and systems to address 
tumorigenesis as body size increases -  a synergistic effect of cell number 
and organism longevity. Nunney concludes that this pattern may represent 
a real barrier to the evolution of large, long-lived animals and predicts that 
those that do evolve have recruited additional controls over those of smaller 
animals to prevent cancer.

In particular, different tissues may have evolved markedly different tu­
mor control strategies. All of these, however, are likely to be energetically 
expensive, permeated with different complex signaling strategies, and sub­
ject to a multiplicity of reactions to signals, including those related to psy­
chosocial stress. Forlenza and Baum (2000) explore the effects of stress on 
the full spectrum of tumor control, ranging from DNA damage and con­
trol, to apoptosis, immune surveillance, and mutation rate. Wallace et al. 
(2003) argue that this elaborate tumor control strategy, in large animals, 
must be at least as cognitive as the immune system itself, one of its princi­
pal components: some comparison must be made with an internal picture 
of a healthy cell, and a choice made as to response, i.e., none, attempt DNA 
repair, trigger programmed cell death, engage in full-blown immune attack. 
This is, from the Atlan/Cohen perspective, the essence of cognition, and 
clearly involves the recruitment of a comprehensive set of cognitive subpro­
cesses into a larger, highly tunable, dynamic structure across a variety of 
different tissue subtypes.

Wound healing
Following closely Mindwood et al. (2004), mammalian tissue repair 

is a series of overlapping events that begins immediately after wounding. 
Platelet aggregation forms a hemostatic plug and blood coagulation forms 
the provisional matrix. This dense cross-linked network of fibrin and fi- 
bronectin from blood acts to prevent excessive blood loss. Platelets release 
growth factors and adhesive proteins that stimulate the inflammatory re­
sponse, entraining immune function, and inducing cell migration into the 
wound using the provisional matrix as a substrate. Wound cleaning is done 
by neutrophils, solubilizing debris, and monocytes that differentiate into 
macrophages and phagocytose debris. The macrophages release growth fac­
tors and cytokines that activate subsequent events. For cutaneous woulds, 
keratinocytes migrate across the area to reestablish the epithelial barrier.
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Fibroblasts then enter the wound to replace the provisional matrix with 
granulation tissue composed of fibronectin and collagen. As endothelial 
cells revascularize the damaged area, fibroblasts differentiate into myofi­
broblasts and contract the matrix to bring the margins of the wound to­
gether. The resident cells then undergo apoptosis, leaving collagen-rich 
scar tissue that is slowly remodeled in the following months. Wound heal­
ing, then, provides an ancient example of a global broadcast that recruits 
a set o f cognitive processes, in the Atlan/Cohen sense. The mechanism, 
which may vary across taxa, is inherently tunable, addressing the signal of 
‘excessive distortion’ represented by a wound.

HPA axis
Reiterating the Atlan/Cohen argument, the essence o f cognition is com­

parison of a perceived external signal with an internal picture of the world, 
and then, upon that comparison, the choice of a response from a much 
larger repertoire of possible responses. Clearly, from this perspective, the 
HPA axis, the flight-or-fight reflex, is cognitive. Upon recognition of a 
new perturbation in the surrounding environment, emotional and/or con­
scious cognition evaluate and choose from several possible responses: no 
action necessary, flight, fight, helplessness (flight or fight needed, but not 
possible). Upon appropriate conditioning, the HPA axis is able to acceler­
ate the decision process, much as the immune system has a more efficient 
response to second pathogenic challenge once the initial infection has be­
come encoded in immune memory. Certainly hyperreactivity as a sequela of 
post traumatic stress disorder (PTSD) is well known. Wallace and Wallace 
(2010, 2013) provide detailed models.

Bjorntorp (2001) in particular examines the role o f chronic HPA axis 
activation in abdominal and visceral obesity, a matter of great clinical and 
public health importance.

Blood pressure regulation
Rau and Elbert (2001) review much of the literature on blood pres­

sure regulation, particularly the interaction between baroreceptor activa­
tion and central nervous function. We paraphrase something of their anal­
ysis. The essential point, of course, is that unregulated blood pressure 
would be quickly fatal in any animal with a circulatory system, a mat­
ter as physiologically fundamental as tumor control. Much work over the 
years has elucidated some of the mechanisms involved: increase in arterial 
blood pressure stimulates the arterial baroreceptors which in turn elicit the 
baroreceptor reflex, causing a reduction in cardiac output and in peripheral 
resistance, returning pressure to its original level. The reflex, however, is
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not actually this simple: it may be inhibited through peripheral processes, 
for example under conditions of high metabolic demand. In addition, higher 
brain structures modulate this reflex arc, for instance when threat is de­
tected and fight or flight responses are being prepared. Thus blood pressure 
control cannot be a simple reflex. It is, rather, a broad and actively cog­
nitive modular system which compares a set o f incoming signals with an 
internal reference configuration, and then chooses an appropriate physio­
logical level of blood pressure from a large repertory of possible levels -  
a cognitive process in the Atlan/Cohen sense. The baroreceptors and the 
baroreceptor reflex are, from this perspective, only one set of a complex 
array of components making up a larger and more comprehensive cognitive 
blood pressure regulatory module.

Emotion
Thayer and Lane (2000) summarize the case for what can be described 

as a cognitive emotional process. Emotions, in their view, are an integrative 
index of individual adjustment to changing environmental demands, an or- 
ganismal response to an environmental event that allows rapid mobilization 
of multiple subsystems. Emotions are the moment-to-moment output of a 
continuous sequence of behavior, organized around biologically important 
functions. These ‘lawful’ sequences have been termed ‘behavioral systems’ 
by Timberlake (1994).

Emotions are self-regulatory responses that allow the efficient coordi­
nation of the organism for goal-directed behavior. Specific emotions im­
ply specific eliciting stimuli, specific action tendencies (including selective 
attention to relevant stimuli), and specific reinforcers. When the system 
works properly, it allows for flexible adaptation of the organism to changing 
environmental demands, so that an emotional response represents a selec­
tion o f an appropriate response and the inhibition of other less appropriate 
responses from a more or less broad behavioral repertoire of possible re­
sponses. Such ‘choice’ leads directly to something closely analogous to the 
Atlan and Cohen language metaphor.

Thayer and Friedman (2002) argue, from a dynamic systems perspec­
tive, that failure of what they term ‘inhibitory processes’ which, among 
other things, direct emotional responses to environmental signals, is an 
important aspect of psychological and other disorder. Sensitization and in­
hibition, they claim, ‘sculpt’ the behavior of an organism to meet changing 
environmental demands. When these inhibitory processes are dysfunctional
-  choice fails -  pathology appears at numerous levels of system function, 
from the cellular to the cognitive.
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Gilbert (2001) suggests that a canonical form of such pathology is the 
excitation o f modes that, in other circumstances, represent ‘normal’ evolu­
tionary adaptations, a general matter to which we will return.

Panskepp (2003) has argued that emotion represents a primary form of 
consciousness, based in early-evolved brain structures, which has become 
convoluted with a later-developed global neuronal workspace. The convo­
lution with individual consciousness appears to involve a large number of 
other cognitive biological and social submodules as well.

Consciousness
Sergeant and Dehaene (2004) characterize individual consciousness in 

terms of Bernard Baars’ work, who has proposed that consciousness is 
associated with the interconnection of multiple areas processing a stimu­
lus by a dynamic ‘neuronal workspace’ within which recurrent connections 
allow long-distance communication and auto-amplification of the activa­
tion. Neuronal network simulations, they claim, suggest the existence of 
a fluctuating dynamic threshold, as described in Section 2.10. If the pri­
mary activation evoked by a stimulus exceeds this threshold, reverberation 
takes place and stimulus information gains access, through the workspace, 
to a broad range of other brain areas allowing, among other processes, 
verbal report, voluntary manipulation, voluntary action and long-term 
memorization.

Below this threshold, they argue, stimulus information remains unavail­
able to these processes. Thus the global neuronal workspace theory predicts 
an all-or-nothing transition between conscious and unconscious perception. 
More generally, many non-linear dynamical systems with self-amplification 
are characterized by the presence of discontinuous transitions in internal 
state.

Thus Baars’ global workspace model of animal consciousness sees the 
phenomenon as a dynamic array of unconscious cognitive modules that 
unite to become a global broadcast having a tunable perception threshold 
not unlike a theater spotlight, but whose range of attention is constrained 
by embedding contexts (Baars 1988, 2005; Baars et al. 2013). As Baars 
and Franklin (2003) put it:

1. The brain can be viewed as a collection o f distributed 
specialized networks (processors).

2. Consciousness is associated with a global workspace 
in the brain -  a fleeting memory capacity whose focal con­
tents are widely distributed -  ‘broadcast’ -  to many un-
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conscious specialized networks.
3. Conversely, a global workspace can also serve to 

integrate many competing and cooperating input networks.
4. Some unconscious networks, called contexts, shape 

conscious contents, for example unconscious parietal maps 
modulate visual feature cells that underlie the perception 
of color in the ventral stream.

5. Such contexts work together jointly to constrain 
conscious events.

6. Motives and emotions can be viewed as goal con­
texts.

7. Executive functions work as hierarchies of goal con­
texts.

The basic mechanism emerges directly from application of the asymp­
totic limit theorems of information theory, once a broad range of uncon­
scious cognitive processes is recognized as inherently involving information 
sources -  generalized languages, as discussed above (Wallace 2000, 2005a, 
2007, 2012a). This permits mapping physiological unconscious cognitive 
modules onto an abstract network of interacting information sources, al­
lowing a simplified mathematical attack that, in the presence of sufficient 
linkage -  crosstalk -  permits rapid, shifting, global broadcasts in response 
to sufficiently large impinging signals. The topology of that broadcast is 
tunable, depending on the spectrum of distortion measures and contextual 
‘riverbank’ limits imposed on the system of interest.

Sociocultural cognition
Humans entertain a hypersociality that embeds us all in group decisions 

and collective cognitive behavior within a social network, itself embedded 
in a historically-structured, path-dependent, shared culture. As argued 
in Chapter 7, for humans, culture is utterly fundamental (Durham 1991; 
Richerson and Boyd 2006; Jablonka and Lamb 1995). Genes and culture 
represent two parallel lines or tracks of hereditary influence on phenotypes: 
the centrality of hominid evolution can be characterized as an interweaving 
of genetic and cultural systems. Genes came to encode for increasing hy­
persociality, learning, and language skills. The most successful populations 
displayed increasingly complex structures that better aided in buffering the 
local environment.

Successful human populations have a core of tool usage, sophisticated 
language, oral tradition, mythology, music, and decision making skills fo­
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cused on relatively small family/extended family social network groupings. 
More complex social structures are built on the periphery of this basic 
object. The human species’ very identity may rest on its unique evolved 
capacities for social mediation and cultural transmission. These are par­
ticularly expressed through the cognitive decision making of small groups 
facing changing patterns of threat and opportunity, processes in which we 
are all embedded and all participate.

The emergent cognitive behavior of organizations has long been studied 
under the label distributed cognition. Hollan et al. (2000) argue that 
unlike traditional cognitive theories, the theory of distributed cognition, 
much like embodied cognition, extends the reach of what is considered 
cognitive beyond the individual to encompass interactions between people 
and with resources and materials in the environment. Distributed cognition 
refers to a perspective on all o f cognition, rather than a particular kind of 
cognition. Distributed cognition looks for cognitive processes, wherever 
they may occur, on the basis of the functional relationships of elements 
that participate together in the process. A  process is not cognitive simply 
because it happens in a brain, nor is a process noncognitive simply because 
it happens in the interactions between many brains. Distributed cognition 
describes, in their view, a system that can dynamically configure itself to 
bring subsystems into coordination to accomplish various functions.

Wallace and Fullilove (2008) apply something of these approaches to 
institutions and other social structures. Wallace (2013, 2015) extends the 
analysis.

Bruce et al. (2009) review in great detail the role of sociocultural stress 
in the etiology of a spectrum of what might well be considered generalized 
autoimmune disorders.

8.4 Rates of generalized consciousness

Following Wallace (2012a), gene expression, wound healing, the immune 
response, tumor control, and animal consciousness all represent the evolu­
tionary exaptation of crosstalk into processes that recruit sets of simpler 
cognitive modules into temporary working coalitions to address patterns of 
threat and opportunity confronting the organism. They do so, however, at 
markedly different rates. Wound healing, depending on the extent of injury, 
may take 18 months to complete its work. Animal consciousness typically 
operates with a time constant of a few hundred milliseconds. How can phe­
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nomena acting on such different rates be subsumed under the same rubric? 
A  heuristic answer is relatively straightforward: neural tissues in humans 
consume metabolic free energy at ten times the rate of other tissues, and 
adaptation of the Arrhenius law, which predicts exponential differences in 
reaction rate with ‘temperature’ , in a large sense, produces the result.

Indeed, the underlying energetics of biological reactions are remarkable. 
At 300 K, molecular energies represent about 2.5 K J/m ol in available free 
energy. By comparison, the basic biological energy reaction, the hydrolysis 
of adenosine triphosphate (ATP) to the diphosphate form, under proper 
conditions at 300 K, produces about 50 KJ/m ol, equivalent to a ‘reaction 
temperature’ of 6000 K. Increasing the rate of ATP delivery to one kind 
of tissue an order of magnitude more than any others provides sufficient 
energy for extremely rapid biocognition.

In more detail, given a chemical reaction of the form aA +bB  pP +qQ , 
the rate of change in (for example) the concentration of chemical species P  
(written [P]) is typically determined by an equation of the form

where n and m  are constants depending on the reaction details. The reac­
tion rate к is expressed by the Arrhenius relation as

where a  is another characteristic constant, Ea is the reaction activation 
energy, T  is the temperature and R a universal constant, exp [—Ea/RT] is, 
from the Boltzmann relation, the fraction of molecular interactions having 
energy greater than E a. Figure 8.1 shows the form of this expression for 
к — exp[— 1/М ].

A similar information theory model leads to much the same result. As 
we have argued at some length, cognition can often be associated with a 
dual information source, whose source uncertainty -  an inherent rate func­
tion -  we designate as H  < С , where С  is the limiting channel capacity of 
the system. Consciousness is well-known to most often be an all-or-nothing 
phenomenon (Sergeant and Dehaene 2004), so that a cognitive process of 
signal detection must exceed some threshold before becoming entrained 
into the characteristic general broadcast. Following the ‘renormalization’ 
arguments of Section 2.10, let the threshold source uncertainty be Ho, rep­
resenting the free energy of the incoming signal that carries meaning.

We can again write the probability for H  >  H0 in a Boltzmann-like 
form, since information can be viewed as another form of free energy. As-

d[P\/dt =  k(T )[A ]n[B]m ( 8 .1 )

к =  a ex p [—Ea/RT] (8 .2 )



106 An Information Approach to Mitochondrial Dysfunction

ш
<C
DU
zо
t -
zо о
о

METABOLIC FREE ENERGY RATE

Fig. 8.1 Arrhenius-like relation for rate of a generalized consciousness or other cognitive 
physiological process as a function o f the rate o f available metabolic free energy M.  
Decline in M  below the shoulder of the curve triggers catastrophic collapse o f cognition. 
More com plicated perspectives would treat such failure as a phase transition at a critical 
value o f M , or else as violation o f the necessary condition o f the Data Rate Theorem.

suming С  is quite large compared to kM  gives

pCIrr expl— x/tiM]dx 
P [H  > Ho] = ^ « exp[—Hq/ kM] (8.3) 

J0 exp[—х/кМ\ах

Taking Ho =  к =  1 replicates figure 8.1.
Since, in mammals, body temperature remains constant, the rate of 

available metabolic free energy serves as the temperature analog in de­
termining the characteristic rate of a generalized consciousness or other
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cognitive physiological process. Neural mechanisms, in humans having an 
order of magnitude greater metabolic rate than other tissues, can thus eas­
ily act at rates much greater than other physiological phenomena, although 
the mechanism illustrated by figure 8.1 does reach a point of diminishing 
returns. Another interpretation, however, is that decline in the rate of 
available metabolic free energy can, below the shoulder of the figure, cause 
sudden catastrophic collapse of cognitive function. This is, perhaps, the 
most parsimonious model possible for AD and other mitochondrial disor­
ders. Other analyses treat such sudden change as a phase transition at a 
critical M  or as violation of the stability limit of the Data Rate Theorem. 
See Sections 2.8 and 3.4.

8.5 Culturally-specific generalized inflammation

Extending the arguments of Wallace and Wallace (2010), it seems clear 
that the stresses that activate cognitive modules and their shifting coali­
tions are not random sequences of perturbations, and are not independent 
of culturally-modulated perception. Rather, stress responses involve highly 
correlated, grammatical, syntactical processes by which an embedding psy­
chosocial environment communicates with an individual’s cognitive phys­
iological and mental hierarchy, strongly structured by the power relations 
between groups. The stress experienced by an individual can thus be taken 
as another adiabatically piecewise stationary ergodic (APSE) information 
source, interacting with a set of dual information sources defined by mod­
ular cognition at different scales and levels of organization.

Recall that the ergodic nature of the language of stress is essentially 
a generalization of the law of large numbers, so that long-time averages 
approximate cross-sectional expectations. Languages do not have simple 
autocorrelation patterns, in distinct contrast with the usual assumption 
of random perturbations by white noise in the standard formulation of 
stochastic differential equations.

Suppose we measure stress by determining the concentrations of HPA 
axis hormones and other biochemical signals according to an appropriate 
natural time frame, taken as the inherent period of the system. In the ab­
sence of extraordinary meaningful psychosocial stress, we measure a series 
of n concentrations at time t represented as an n-dimensional vector Xt. 
We conduct a number of experiments, and create a regression model so 
that, in the absence of extreme perturbation, and to first order, the con­
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centration of biomarkers at time t +  1 can be written in terms of that at 
time t using a matrix equation o f the form

X t+i ~ <  R  >  X t +  bo (8-4)

where <  R  >  is the matrix of regression coefficients and bo a vector of 
constant terms.

In the presence of a modest perturbation by structured stress,

X t+i =  (< R > +<5Rt+i)Xt +  bo

= <  R  >  X t +  et+i (8-5)

where bo and rtR.(+ i X t are absorbed into a vector q + i of error terms that 
are not necessarily small.

It is important to realize that this is not a population process whose con­
tinuous analog is exponential growth. Rather this represents the passage of 
a signal -  structured psychosocial stress -  through a distorting physiological 
and/or mental filter.

If the matrix of regression coefficients <  R  >  is sufficiently regular, it 
is possible to (Jordan block) diagonalize it using the matrix of its column 
eigenvectors Q, writing

Q X f+i =  (Q  <  R  >  Q : )QA't +  Qet+i (8.6)

or equivalently as

Yt+i = <  J >  Yt +  Wt+1 (8.7)

where Yt =  Q X t, Wt+1 =  Qet+i, and <  J > s  Q <  R  >  is a (block) 
diagonal matrix in terms of the eigenvalues of <  R  >.

Thus the (rate distorted) writing of structured stress on the affected 
physiological submodules through 5Rt-(-i is reexpressed in terms of the vec­
tor W t+1.

The sequence of Wt+i is, in analogy with the arguments of Section 3.5, 
the rate-distorted image of the information source defined by the system of 
external structured psychosocial stress. This formulation permits estima­
tion of the nonequilibrium steady-state effects of that image on underlying 
cognitive physiological and mental modules and dynamics. Since everything 
is APSE, it becomes possible to either time or ensemble average both sides 
of equation (8.7), so that the one-period offset is absorbed in the averaging, 
giving a nonequilibrium steady state relation

<  Y  > = <  J > <  Y  >  +  <  PF > (8.8)



Chronic inflammation 109

<  Y  > =  ( I -  <  J > ) _1 <  W  >  (8.9)

where I is the n x n identity matrix.
Now reverse the argument, choosing Yk to be a fixed eigenvector of

<  R >. Expressing the diagonalization of <  J > in terms of its eigen­
values gives the average excitation of the generalized physiological stress 
response in terms o f an appropriate eigentransformed pattern of exciting 
perturbations as

< >= i-Г л ^  (8Л0)1 ^ А/с ^

where <  Afc >  is the eigenvalue of <  Yfc > , and <  Wk >  is a similarly 
appropriately transformed set of ongoing perturbations by structured psy­
chosocial stress.

In consequence, there will be a culturally characteristic form of pertur­
bation by structured psychosocial stress -  the Wk -  that will resonantly 
excite a particular eigenmode of the generalized physiological stress re­
sponse. Conversely, by tuning the eigenmodes of <  R >  -  similarly to the 
development in Section 3.5 -  the generalized stress response can be trained 
to galvanized excitation in the presence of particular forms of perturbation.

This is because, if <  R >  has been appropriately determined from 
regression relations, then the Afc will be a kind of multiple correlation co­
efficient (Wallace and Wallace 2000) so that particular eigenpatterns of 
perturbation will have greatly amplified impact on the generalized inflam­
matory response. If A =  0 then perturbation has no more effect than its 
own magnitude. However, if A —» 1, then the written image of a perturbing 
psychosocial stressor will have very great impact. We characterize a sys­
tem with A «  0 as locally-resilient since its response is no greater than the 
perturbation itself.

Learning by the cognitive physiological modules is, it can be argued, the 
process of tuning response to perturbation -  the generalized physiological 
retina of Section 3.5. This is why, here, we have written <  R >  instead 
of simply R: the regression matrix is a tunable set of variables. Again, 
the argument could be greatly simplified by invoking the tuning theorem 
variant of the coding theorem.

The next section examines Alzheimer’s disease in the USA from the 
perspective of work-related stress.
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8.6 Work stress and AD

A recent study by Wang et al. (2012) suggests a mechanism for stress in the 
etiology of AD in Western societies. Examining a dementia-free cohort of 
over 900 residents aged 75+ in Stockholm over a six year period, they found 
that failure to have high job  control doubled the risk of developing AD in 
later life, for this sample. They had hypothesized that psychosocial stress 
may contribute to the risk of dementia and AD in late life through stress- 
related alterations, on the basis of a glucocorticoid cascade hypothesis, and 
indeed found that, compared with persons who had high job  control in 
their occupational life, persons who had low job  control were at higher 
risk of developing dementia and AD in late life, supporting the hypothesis 
that high job  demands and low control may increase the risk of dementia 
through stress rather than vascular mechanisms.

Figure 8.2 carries the argument further. Adapted from Singh-Manoux 
et al. (2003), it shows sex-specific dose-response curves of age-adjusted self- 
reported ill-health vs. an inverse self-reported status rank for the Whitehall
II cohort of UK government workers, in a sense a best-case scenario. 1 is 
high, and 10 low, status. The curve approaches the ‘LD-50’ at which half 
the dosed population shows physiological effect.

The figure suggests, for this privileged and relatively affluent subpopula­
tion of a Western democracy, that greatly accelerated rates of physiological 
aging can be driven by stress, most likely associated with lack o f control 
over work that Wang et al. found a critical component in the etiology of 
AD.

The argument can be carried upward in scale.
Following Wallace and Wallace (2013), within the USA, stress and power 

relations between groups at the population level of organization appear 
particularly well-represented by two indices, percent unemployed and the 
percent o f the workforce in a union, and we model state-level Alzheimer’s 
disease deaths based on these variates. The dependent variate is the annual 
average ‘young elderly’ Alzheimer’s death rate (ICD-10 G30 classification) 
per 100,000 for the age range 65-74 in the period 1999-2006 (US Centers 
for Disease Control data). The independent variates are the percent unem­
ployed in 2003, and percent of the workforce union members for 2004 (US 
Department of Labor Statistics).

The 50-state regression model (F=7.98. P=0.0010, adjusted R 2= 22.2%)
is
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Age-adjusted Prevalence of General r  Ma|es

III Health vs. Status Rank
•+- Females
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Fig. 8.2 Dose-response curves o f age-adjusted self-reported ill-health vs. inverse self- 
reported status rank for the Whitehall II cohort o f UK government workers. 1 is high, 
and 10 low, status.

Parameter Estimate SE t P

CONSTANT 18.76 3.86 4.86 0.0000
unemp03 1.407 0.694 2.03 0.048
unionpc04 -0.503 0.132 -3.82 0.0004
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Thus union participation indexes a decrease, and unemployment an in­
crease, of Alzheimer’s mortality incidence in the young elderly, consistent 
with a theoretical model for which locus-of-control affects generalized in­
flammation, and the de facto rate of aging, long known to be the principal 
risk factor for Alzheimer’s disease.

It is possible to further characterize these results. The Southern US 
states form the core o f the so-called ‘right-to-work’ (RTW ) laws that forbid 
requiring a worker to join a union even if employed in a work force that 
has union representation. RTW  laws represent and constitute a culture of 
individualism and of active anti-collectivism. Other differences between the 
RTW  and non-RTW  states include economic history, with the former only 
recently industrialized and historically agricultural. The Plains and South­
western RTW  states showed the fastest rate of increase in manufacturing 
jobs in the 1990s, but very low rates of such jobs per unit population. Indi­
cators of social and political engagement such as voting participation and 
percent employed belonging to a union showed large differences between the 
two groups of states. Together, they likely indicate the strength of social 
and political support and control within the two groups of states.

The first step in modeling AD for these two sets of states is to examine 
annual average rates of Alzheimer’s deaths per 100,000 over the years 1999- 
2006 for three age cohorts: 65-74, 75-84, and 85+, and compare them using 
a standard f-test. This gives:

Cohort 1 2 3

RTW 23.0 182.2 843.1
Non-RTW 19.3 159.3 802.7
P(t-test) 0.02 0.04 NS

The rates, as expected, increase sharply with cohort age, but are 
markedly lower at all ages in the non-RTW  states, and statistically sig­
nificantly so in the younger.

The regression model above can be applied to all three cohorts and for 
the US, RTW , and non-RTW  states. The percent of adjusted variance 
accounted for by the models, R 2, and the maximum significance P  o f the 
regressions, is as follows:
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Cohort 1 2 3 Max. P

US 22.1 33.0 8.7 0.04
N on-RTW 16.6 31.8 20.8 0.04
RTW 0 12.4 0 NS

Although the RTW  regressions are not significant, the others are highly 
so, and the raw numbers all show a peak in the middle cohort.

Figure 8.3 displays these results as a signal-to-noise ratio vs. signal 
amplitude graph. Age is taken as a toxic exposure, and the regression 
adjusted R 2 as a signal-to-noise measure for a signal transduction model.

R-sq. vs. Age Class
Variables 

-e- US 
-x- RTW 
-©- nortRTW

AGE CLASS

Fig. 8.3 From Wallace and Wallace 2013. Regression adjusted Я 2 as signal-to-noise 
ratio (SNR) vs. age cohort as toxic exposure for a model based on state-level percent 
unemployed and percent o f workforce unionized. The SNR follows a unimodal inverted 
U consistent with a signal transduction mechanism, with the non-RTW  states shifted 
to higher ages. This is consistent with a perspective in which the degree o f physiolog­
ical meaning o f the population-level response to the driving variates is changed by the 
underlying cultural milieu.

Two essential points are the failure of the model for the RTW  states 
and the relative shift of the non-RTW  toward the older cohort relative to 
the full US model. The inference is that collective efficacy lowers chronic 
inflammation-induced premature aging that expresses itself in Alzheimer’s 
mortality in the young elderly, in accordance with theory. Underlying cul­
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tural context appears to profoundly affect both the rate of effective aging 
and the population response to patterns of affordance and stress.

One inference would be that the RTW  states in particular, and the US 
in general, following the arguments of Heine (2001) described in the next 
chapter, embody a pathologically individualistic culture that is contrary to 
evolved human norms, a disjunction expressing itself in premature aging.

8.7 Chronic stress and therapeutic failure

Suppose therapeutic intervention against the pathological effects of chronic 
stress is attempted. How does ongoing stress affect treatment?

Socioculturally constructed and structured psychosocial stress, in this 
model having generalized grammar and syntax, can be viewed as entraining 
the function of zero mode identification -  determining the Ro of Section 3.5
-  most typically when the coupling with stress exceeds a threshold. More 
than one threshold appears likely, accounting in a sense for the typically 
staged nature of environmentally caused disorders. These should result in a 
synergistic -  i.e., comorbidly excited -  mixed affective disorders, and repre­
sent the effect of stress on the linked decision processes of various cognitive 
control and regulatory functions, in particular through the identification of 
a false ‘zero mode’ o f the generalized retina (GR). This is a collective, but 
highly systematic, ‘tuning failure’ that, in the Rate Distortion sense, repre­
sents a literal image of the structure of imposed psychosocial stress written 
upon the ability of the GR to characterize a normal condition, causing a 
mixed excited state of chronically comorbid dysfunction.

In this model, different eigenmodes Yfc of the GR regression model char­
acterized by the matrix Ro can be taken to represent the ‘shifting-of-gears’ 
between different ‘languages’ defining the sets Bq and B\ o f Section 2.7. 
That is, different eigenmodes of the GR would correspond to different re­
quired (and possibly mixed) characteristic systemic responses.

If there is a state (or set of states) Y\ such that RqYi =  Yi, then the 
‘unitary kernel’ Y\ corresponds to the condition ‘no response required’ , the 
set B q, that is, normal function.

Suppose pathology becomes manifest, i.e.,

Ro —> Ro +  <5R =  Ro. 

so that some chronic dysfunctional state becomes the new ‘unitary kernel’ ,
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and

Yi - +  Y ф Y\

В Д  =

This could represent various forms of pathology.
Suppose we wish to induce a sequence of therapeutic counterperturba­

tions ST к according to the pattern

(R0 -М Т О й  =  У 1 

Ri =  Ro +  <5Ti 
(Ri +  S'T-zjY1 =  Y 2 

  (8 .11)

and so on, so that, in some sense,

Yj - »  Yi (8 .12)

That is, the system of interest, as monitored by the GR, is driven toward 
its original condition.

It may or may not be possible to have Ro —* Ro- That is, actual cure 
may not be possible, in which case palliation or control is the therapeutic 
aim.

The essential point is that the pathological state represented by Ro and 
the sequence of therapeutic interventions <5T, к =  1, 2,... are interactive 
and reflective, depending on the regression of the set of vectors Y i  to the 
desired state Y\, again, much in the same spirit as Jerne’s immunological 
idiotypic hall o f mirrors.

The therapeutic problem revolves around minimizing the difference be­
tween Y k and Y\ over the course of treatment. That difference represents 
the inextricable convolution of ‘treatment failure’ with ‘adverse reactions’ to 
the course of treatment itself, and ‘ failure of compliance’ attributed through 
social construction by provider to patient, i.e., failure of the therapeutic 
alliance.

It should be obvious that the treatment sequence 5T/~ represents a cog­
nitive path of interventions having, in turn, a dual information source in 
the sense we have previously invoked.

Treatment may, then, interact in the usual Rate Distortion manner 
with patterns of structured psychosocial stress that are, themselves, signals 
from an embedding information source. Thus treatment failure, adverse
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reactions, and patient noncompliance will, o f necessity, embody a distorted 
image of structured psychosocial stress.

In sum, characteristic patterns of treatment failure, adverse reactions, 
and patient noncompliance reflecting collapse of the therapeutic alliance, 
will occur in virtually all therapeutic interventions according to the manner 
in which structured psychosocial stress is expressed as an image within the 
treatment process. This would most likely occur in a highly punctuated 
manner, depending in a quantitative way on the degree of coupling of the 
three-fold system of affected individual, patient/provider interaction, and 
treatment mode, with that stress.

Given that the principal environment of humans is defined by interac­
tion with other humans and with enveloping socioeconomic institutions and 
cultural trajectories, these are likely to be very strong effects.

8.8 Implications

Cognitive phenomena pervade biology, from ‘simple’ wound healing, 
through immune maintenance and response, tumor control, neural func­
tion, social interaction, and so on. Many can be associated with ‘dual’ 
information sources constrained by the necessary conditions of information 
and control theories.

Cognition’s ubiquity, found at every scale and level of organization of 
the living state, opens to evolutionary exaptation the crosstalk and noise 
that plague all information exchange. A principal outcome will be the re­
peated development of punctuated global broadcast mechanisms that can 
entrain sets o f ‘unconscious’ cognitive modules into shifting, tunable co­
operative arrays tasked with meeting the changing patterns of threat and 
opportunity that challenge all organisms. When such entrainment involves 
neural systems acting on a timescale of a few hundred milliseconds, the 
phenomenon is characterized as consciousness. When entrainment involves 
many individuals or cultural artifacts, the outcomes are social or institu­
tional processes.

Most singularly, embedding high level neural global broadcasts o f animal 
consciousness within a nested hierarchy of cognitive and other sources of 
information evades the logical fallacy of attributing to ‘the brain’ the broad 
spectrum of functions that can only be embodied in the full construct of 
the individual-in-context.

More specifically, the nested nature of biocognition for humans par­
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ticularly includes sociocultural and historical context, and this enables a 
channel carrying a powerful downward resonance from higher to lower lev­
els of organization. A  central mechanism appears to involve pathologies 
from embedding and imposed psychosocial stress that drive high demand 
for metabolic free energy at what medical practitioners are wont to call ‘ba­
sic biological’ levels. That is, chronic inflammation at the cellular, tissue, 
and organ levels of organization within an individual can be triggered by 
chronic imposed stresses, most effectively those associated with power rela­
tions between groups and individuals, control over one’s work so on, driving 
higher de-facto rates of aging, a mechanism that has broad implications for 
individual therapeutic and public health interventions. In particular, sys­
tematic ‘meaningful’ stress can not only trigger early AD and other diseases 
of chronic inflammation, but will most surely seriously interfere with both 
treatment and prevention.

Similar arguments are to be found throughout the literature. For ex­
ample, as Qui et al. (2009) put it, focusing on AD,

Alzheimer’s dementia is a multifactorial disease in 
which older age is the strongest risk factor... [that] may 
partially reflect the cumulative effects of different risk and 
protective factors over the lifespan, including the com­
plex interactions of genetic susceptibility, psychosocial fac­
tors, biological factors, and environmental exposures expe­
rienced over the lifespan.

They further explain that mutation effects account for only a small frac­
tion of observed cases, and that the APOE e4 allele -  the only established 
genetic factor for both early and late onset disease -  is a susceptibility gene, 
neither necessary nor sufficient for disease onset. They describe how many 
of the same factors implicated in diabetes and cardiovascular disease pre­
dict onset of Alzheimer’s as well: tobacco use, high blood pressure, high 
serum cholesterol, chronic inflammation, as indexed by a higher level of 
serum C-reactive protein, and diabetes itself. Effective protective factors 
include high educational and socioeconomic status, regular physical exer­
cise, mentally demanding activities, and significant social engagement.

Qui et al. conclude that

Epidemiological research has provided sufficient evi­
dence that vascular risk factors in middle-aged and older 
adults play a significant role in the development and pro­
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gression of dementia and [Alzheimer’s disease], whereas 
extensive social network and active engagement in men­
tal, social, and physical activities may postpone the onset 
of the dementing disorder. Multidomain community inter­
vention trials are warranted to determine to what extent 
preventive strategies toward optimal control of multiple 
vascular factors and disorders, as well as the maintenance 
of an active lifestyle, are effective against dementia and 
[Alzheimer’s disease].

Such considerations are likely to apply to many of the chronic diseases of 
aging, suggesting the need for systematic public health interventions aimed 
at improving living and working conditions.



Chapter 9

W hat is to be done?

9.1 Summary

A survey of the cultural psychology literature suggests that Western 
biomedicine’s fascination with atomistic, individual-oriented, interventions 
is a culturally-specific artifact having little consonance with complex, sub­
tle, multiscale, multilevel, social, ecological, or biological realities. Other 
cultural traditions may, in fact, view atomistic strategies as inherently un­
real. The perspective of health promotion, by contrast, suggests that the 
most effective medical or public health interventions must be analogously 
patterned across scale and level of organization: ‘magic strategies’ will al­
most always be synergistically, and often emergently, more effective than 
‘magic bullets’ . Multifactorial interventions focused at the human keystone 
ecosystem level of mesoscale social and geographic groupings may be par­
ticularly effective.

9.2 Introduction

Physiologically, mitochondrial function certainly represents a critical level 
of organization, and thus seems to present a leverage point in prevention 
and management across a broad spectrum of chronic diseases. For example, 
Yao et al. (2009) write

[MJitochondrial dysfunction is more than the sum of 
its components. Sustained disturbances in the pathway 
balances of functional efficiency can lead to systems-level 
defects not observable in additional individual components 
until later. Such early imbalances can lead to accumulated

119
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changes in the mitochondria that later emerge as observ­
able changes in other aspects of the system... Consistent 
with mitochondrial dysfunction, decreased mitochondrial 
bioenergetics has been demonstrated to cause amyloid pro­
duction and nerve cell atrophy... A direct link between A/3- 
induced toxicity and mitochondrial dysfunction in AD has 
been suggested... If mitochondrial dysfunction is a causal 
link to Alzheimer’s, the susceptibility of mitochondria to 
environmental and genetic risk factors should be a critical 
factor in the development of late onset sporadic AD...

They conclude that “ ...[A range of] studies indicate a therapeutic strat­
egy to prevent AD by sustaining mitochondrial metabolic function” .

Similarly, Beal (2007) argues

There is increasing evidence linking mitochondrial dys­
function to neurodegenerative diseases. Mitochondria are 
critical regulators of cell death, a key feature of neurode­
generation... This is the case in Alzheimer’s disease, in 
which there is evidence that both /З-amyloid and the amy­
loid precursor protein may directly interact with mitochon­
dria, leading to increased free radical production... [In ad­
dition] an impressive number of disease specific proteins 
interact with mitochondria. Therapies that target ba­
sic mitochondrial processes such as energy metabolism in 
free radical generation, or specific interactions of disease- 
related protein with mitochondria, hold great promise.

Writing in the pharmaceutical literature, Johri and Beal (2012) conclude

There are... a number of promising new compounds 
and therapeutic targets that modulate mitochondria and 
produce neuroprotective effects... These compounds show 
great promise for treating patients who suffer from neu­
rodegenerative diseases, for which there is as yet no ef­
fective treatment to slow or halt the underlying disease 
processes.

Unfortunately, a well-defined physiological leverage point does not nec­
essarily imply the possibility of a therapeutic magic bullet, in the sense of 
contemporary Western medicine. Since mitochondrial energy dynamics are
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so central to life, it seems likely that direct interventions -  small-molecule 
pharmaceuticals or targeted nutraceuticals -  would risk a plethora of very 
nasty ‘side effects’ , likely triggering an iatrogenic version of the generalized 
inflammation described in the last chapter.

At the least, these considerations suggest, from the beginning, the need 
to aim for combination therapies -  multiple, simultaneous, ‘small molecule 
interventions’ -  to accurately target any magic bullet mitochondrial boost, 
very carefully avoiding ‘shotgun’ impacts.

More generally, however, but no less centrally, two broad conundrums 
currently challenge the Western biomedical paradigm, and these have impli­
cations for intervention strategies aimed at improving mitochondrial func­
tion. The first, shown in figure 9.1, adapted from Bernstein (2010), involves 
an ‘inverse M oore’s Law’ for pharmaceuticals. The figure shows the num­
ber of USFDA approvals per inflation-adjusted $ billion research investment 
(2010 dollars), 1950-2010. The log-linear ‘decline in research productivity’ 
represents the failure o f complex physiological processes to respond to sim­
ple interventions, and, in a real sense, traces the failure of molecular biology 
and other reductionist approaches to cash out on their considerable intellec­
tual and financial investments. Current pharmaceutical industry strategies 
involve the retreat into large-scale marketing fraud, rampant consolida­
tion and consequent declines in research, and financial engineering schemes 
such as off-shore tax reduction (Wallace and Wallace 2013). Biological engi­
neering approaches to drug development, while increasingly pursued, have 
usually resulted in exorbitantly expensive products.

Figure 8.2 characterizes the other conundrum. As described, it shows 
sex-specific dose-response curves of age-adjusted self-reported ill-health vs. 
an inverse self-reported status rank for the Whitehall II cohort of privileged 
UK government workers. In sum, accelerated rates of physiological aging 
can be driven by lack of control over work.

As Wallace and Wallace (2013) argue at some length, successful health 
interventions under such conditions must act synergistically across scale 
and level of organization, addressing not only some particular ‘molecular 
pathology’ , but, in this circumstance, actively reducing and/or buffering, 
the psychosocial stresses that accelerate physiological aging.

An inference from this example is that effective therapy against more 
explicitly ‘genetic’ mitochondrial dysfunctions may similarly require syn­
ergistic interventions at more than a single scale or level of organization. 
That is, ‘magic bullets’ are primarily a Western cultural conceit (Wallace 
and Wallace 2013), and figure 9.1 suggests their effectiveness is waning.
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Fig. 9.1 Inverse M oore’s Law for the pharmaceutical industry: Inflation-adjusted (2010 
$) number o f USFDA approvals per $ billion research investment, 1950-2010. This repre­
sents, among other dynamics, the failure o f molecular biology to cash out its considerable 
intellectual and financial investment.

W hat are some alternatives?

9.3 Health promotion

A metareview by Jackson et al. (2007) identifies a number of factors essen­
tial to successful health promotion strategies that go beyond the individual- 
oriented medical treatments characterized by figure 9.1:

1. Investment in building healthy public policy is a key strategy 
Relevant public actions include investment in government and social

policy, the creation of legislation and regulations and intersectoral and in- 
terorganizational partnerships and collaboration. In some cases healthy 
public policy was the strategy for which the most evidence of effectiveness 
exists: e.g., legislation for road safety and social policy for income security 
and poverty reduction.

2. Supportive environments need to be created at all levels
Such efforts include a variety of actions that represent supportive condi­

tions at the structural (policy), social (including community) and individual 
levels. Key activities might include providing instrumental supports such as 
food vouchers or supplements, group support, nutritional education, coun­
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seling and home visits. Supportive environments are required for success 
at all levels of health promotion strategies.

3. Effectiveness o f community action is unclear and requires further 
evidence

Although the impact of such actions in terms of behavior change has 
ranged from modest to disappointing, they have achieved success in terms 
of community and systems change.

4■ Personal skills development must be combined with other strategies 
for effectiveness

Health education and related strategies were ineffective if implemented 
in isolation from other strategies that create structural-level conditions to 
support health and increase access to goods, products, and services. In­
tervention must address not only the health issues, but also the social and 
economic conditions that lead to risk behaviors.

5. Interventions employing multiple strategies and actions at multiple 
levels and sectors are most effective

The most effective interventions employ multiple health promotion 
strategies, operate at multiple levels (often including all o f the structural, 
social group and personal levels), work in partnership across sectors and 
include a combination of integrated actions to support each strategy. Non- 
communicable disease interventions in particular must employ multiple 
strategies and actions at multiple levels. Schools, workplaces and munici­
palities were found to be effective settings for many interventions because 
they provide opportunities to effectively reach large numbers of people with 
sustained interventions.

Among the important conclusions Jackson et al. reached was the obser­
vation that health promotion interventions are only effective when relevant 
to the context in which they are being used, including awareness of the 
social, cultural, economic and political contexts. The goals, strategies and 
actions of any intervention must be relevant and appropriate to the people 
they aim to reach and the systems they aim to work within.

In the previous chapter we outlined the ‘basic biology’ that supports 
these observations, understanding that for humans, an utterly essential en­
vironmental context is defined by relations, not only with other individuals, 
but, as illustrated by figure 8.2, by the embedding power relations between 
groups.
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9.4 Western cultural atomism

Why does the very idea that magic bullets might be less effective than more 
comprehensive multilevel strategies seem so inherently alien in the context 
o f Western biomedicine? Why, in the face o f the inverse M oore’s Law that 
has driven the catastrophic collapse of pharmaceutical industry productiv­
ity, shown in figure 9.1, has the general response been one of Translational 
Medicine, i.e., more-of-the-same-but-better? Susser (1973), in his famous 
book Causal Thinking in the Health Sciences, some time ago explored the 
inadequacies of atomistic thinking in the study of health and illness. As 
Kaufman and Poole (2000) note, however, little has really changed in the 
basic ideology of the field, arguing that although a recent resurgence of in­
terest in social context has revivified many of the points made by Susser in 
1973, the formalization of this ecologic perspective unfortunately advanced 
little in the subsequent quarter-century. The progress toward more refined 
and systematic articulation of causal logic in the epidemiological and sta­
tistical literature in recent decades has, in their view, been characterized by 
an explicit conceptual foundation in atomistic interventions. The emergent 
properties of causal systems, as distinct from the consideration of multi­
ple discrete actions, remains largely undescribed in any formal sense in the 
epidemiological literature.

Even such a supposedly multifactorial approach as network-based sys­
tems biology (e.g., Pujol et al. 2009; Boran and Iyengar 2010; Dudley et 
al. 2010; Arrell and Terzic, 2010) is focused primarily on drug development 
for individual-level treatment, with the ‘system’ outlined in a major review 
article (Zhao and Iyengar, 2012, figure 1) as:

Atomic/molecular interactions —>■ Cellular/tissue-level 
networking and physiology —>• Organ-level networking and 
physiology —> W hole-body outcomes.

Similar conceptual failures, in fact, plague economics and evolutionary 
theory. That is, the search for magic bullets -  atomized causality -  is 
ubiquitous in Western thought. This is, however, a social construct -  a 
conceptual artifact -  not shared by other cultures, and the resulting dis­
sonance may singularly affect the success or failure of collaborations with 
partners having East Asian acculturation.

Why?
Tony Lawson’s (2006) examination of heterodox economics serves as a 

counterintuitive starting point. It focuses, first, on characterizing the es­
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sential features of the mainstream tradition in Western economic theory as 
involving explicitly physics-like, deductive mathematical models of social 
phenomena that inherently require an atomistic perspective on individual, 
isolated economic actors, a methodology subject to scathing commentary 
at the highest levels (e.g., Leontief, 1982). Lawson (2006) characterizes 
the need for isolated atomism in mainstream theory as arising from math­
ematical considerations, in that deductivist theorizing of the sort pursued 
in modern economics ultimately has to be couched in terms of such ‘atoms’ 
just to ensure that under conditions x  the same (predictable or deducible) 
outcome у always follows. The point then, from his perspective, is that 
the ontological presuppositions of the insistence on mathematical modeling 
include the restriction that the social domain is everywhere constituted by 
sets of isolated atoms.

A converse interpretation, however, is also possible: that cultural as­
sumptions of atomicity can drive the particular forms of mathematical 
models chosen by researchers.

Lawson (2006) describes various heterodox economic approaches -  post 
Keynsianism, (old) institutionalism, feminist, social, Marxian, Austrian 
and social economics, among others -  as representing something of a gen­
eralized social science in which the dominant emphases of the separate 
heterodox traditions are just manifestations of categories of social reality 
that conflict with the assumption that social life is everywhere composed 
of isolated atoms.

More recently, criticism has emerged of gene-based replicator dynamics 
versions of evolutionary theory that suffer similar atomistic model con­
strictions (e.g., Lewontin 2000, 2010). Much of the debate in evolutionary 
theory has revolved around the ‘basic’ target of selection, with the Modern 
Evolutionary Synthesis heavily invested in the atomistic, gradualist the­
ory of mathematical population genetics (e.g., Ewens, 2004). Heterodox, 
non-atomistic, heavily contextual, evolutionary theories have emerged that 
materially challenge and extend that Synthesis (e.g., Gould 2002, Odling- 
Smee et al. 2003, Wallace 2010).

Economics and evolutionary theory, however, are not the only biologi­
cal/social sciences to come under the same gun. The cultural psychologist
S. Heine (2001) finds that the extreme nature of American individualism 
suggests that a psychology based on late 20th century American research 
not only stands the risk of developing models that are particular to that 
culture, but of developing an understanding of the self that is peculiar in 
the context of the world’s cultures.
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The explanation for this pattern goes deeper than ideology, into the 
very bones of Western culture: Nisbett et al. (2001), following in a long 
line of research (Markus and Kitayama 1991, and the summary by Heine 
2001), review an extensive literature on empirical studies of basic cogni­
tive differences between individuals raised in what they call ‘East Asian’ 
and ‘Western’ cultural heritages, which they characterize, respectively, as 
‘holistic’ and ‘analytic’ . They argue:

1. Social organization directs attention to some aspects 
of the perceptual field at the expense of others.

2. What is attended to influences metaphysics.
3. Metaphysics guides tacit epistemology, that is, be­

liefs about the nature of the world and causality.
4. Epistemology dictates the development and applica­

tion of some cognitive processes at the expense of others.
5. Social organization can directly affect the plausibil­

ity of metaphysical assumptions, such as whether causality 
should be regarded as residing in the field vs. in the object.

6. Social organization and social practice can directly 
influence the development and use of cognitive processes 
such as dialectical vs. logical ones.

Nisbett et al. (2001) conclude that tools of thought embody a culture’s 
intellectual history, that tools have theories built into them, and that users 
accept these theories, albeit unknowingly, when they use these tools.

Masuda and Nisbett (2006) find research on perception and cognition 
suggesting that, whereas East Asians view the world holistically, attending 
to the entire field and relations among objects, Westerners view the world 
analytically, focusing on the attributes of salient objects. Compared to 
Americans, East Asians were more sensitive to contextual changes than 
to focal object changes. These results suggest that there can be cultural 
variation in what may seem to be basic perceptual processes.

Nisbett and Miyamoto (2005) similarly found evidence that perceptual 
processes are influenced by culture.

Wallace (2007) argues that a necessary conditions mathematical treat­
ment of Baars’s global workspace consciousness model, analogous to 
Dretske’s communication theory analysis of high level mental function, can 
be used to explore the effects of embedding cultural heritage on inatten- 
tional blindness. Culture should express itself in this basic psychophysical 
phenomenon across a great variety of sensory modalities because conscious
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attention must conform to constraints generated by cultural context.
In sum, profound, culturally-based, atomistic ideological constraints 

abound across a plethora of Western scientific disciplines, including con­
temporary biomedicine. Engaging other cultural sensibilities not so con­
strained, particularly on matters of health and illness, will almost surely 
require adoption of a magic strategy perspective. This is, first, because such 
strategies are likely to work better in the long run than atomistic interven­
tions, and second, because East Asian and other potential markets may 
respond better to such approaches than to being force-fed what is widely 
understood (by them) to be a Western cultural conceit.

Indeed, the previous chapter reexamined and reinterpreted a nested set 
of biological and other broadly inflammatory modules from the perspective 
of Chapter 2, providing new insights on multiscale, multilevel health in­
terventions. It characterized both individual cognitive processes and punc­
tuated correlations of them that recruit sets of cognitive modules into a 
larger whole acting across scale or level of organization. The various ex­
amples are much in the spirit of Maturana and Varela (1980, 1992) who 
long ago understood the central role that cognition must play in biological 
phenomena. The chronic ‘inflammatory’ activation of individual cognitive 
modules and their larger working coalitions seems of interest, as well as the 
excess demand for metabolic free energy such activation implies, leading to 
possible synergistic dysfunctional dynamics.

9.5 Implications

We have described how Western and East Asian cultural heritage affects 
fundamental perceptual mechanisms. What had been until recently con­
sidered basic biological phenomena prove to be greatly modulated, indeed, 
inverted, by cultural influence: Westerners focus on objects atomized from 
their context, while East Asians focus on the context itself.

Given that surprising result -  at least surprising to a certain class of 
Western scientists, if not to anthropologists -  it seems wise to ask further 
questions regarding the role of culture in the ‘basic biology’ of HPA axis, 
blood pressure, protein folding, tumorigenesis, mental and developmental 
disorders, and many other pathologies, particularly in the context of ongo­
ing psychosocial stress.

Recall Heine’s (2001) caution that the extreme nature of American in­
dividualism implies that a psychology based on 20th Century American
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research runs the risk of becoming an ideological ignis fatuus, a Western 
cultural artifact divorced from reality. This may, in fact, be an example 
that generalizes across the study of many broadly cognitive phenomena. In 
particular, the definition and dynamic impact of stress may be culturally 
contingent, in terms of overt manifestation, progression, and individual and 
collective experience.

Contrary to Western medicine’s assumptions regarding ‘basic biology’ , 
for much of human health and illness, one size may not fit all. Indeed, even 
malaria among cohabiting peoples in Burkina Faso seems much the differ­
ent disease for former masters and former slaves via an immuno-cultural 
construct (Wallace and Wallace 2002).

Indeed, Global Workspace Theory (Baars 1988; Baars et al. 2013) 
makes explicit reference to contexts/frames that channel conscious expe­
rience, forming, in effect, the riverbanks that channel the classic ‘stream of 
consciousness’ . It is clear that virtually all biological broadcast phenomena 
are similarly channeled, and that, for humans, culture must be a principal 
determinant of such framing. To reiterate, as the evolutionary anthropol­
ogist Robert Boyd put it, ‘culture is as much a part of human biology as 
the enamel on our teeth’ (e.g., Richerson and Boyd 2006).

Incorporating this mechanism to explicitly include the synergism be­
tween inflammatory activation and mitochondrial dysfunction emerges us­
ing the results o f Chapter 6.

The symmetry breaking arguments of Chapter 2, leading to Section
2.9 in which average distortion is interpreted as an order parameter, make 
an important basic case: metabolic free energy, largely delivered as ATP 
through mitochondrial dynamics, is a central linchpin for the biological 
automata that interact to constitute the living state. Failures to deliver 
adequate rates of that resource will express themselves in the often punc­
tuated staging of culturally-modulated chronic disease, according to this 
model.

More explicitly, using the arguments of Chapter 3, the metabolic cost 
of physiological regulation can grow at rates at least proportional to the 
required regulatory Rate Distortion Function, a convex function of the av­
erage distortion between regulatory intent and effect. The constants of 
proportionality K±,K2 in equations (3.7) and (3.15), may be very large, 
given the usually massive entropic losses associated with biological process. 
This, in conjunction with the arguments above, suggests that exposure 
to noxious chemical agents, infections, culturally-meaningful psychosocial 
stress, and so on, can act as a kind of noise, raising values of /3 and a in
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equation (3.15), triggering transitions to chronic, quasi-stable, high levels 
o f distortion. This causes massive consumption of metabolic free energy -  
generalized inflammation leading to early onset of chronic disease. Thera­
peutic intervention must overcome the quasi-stability of these pathological 
states. Given the path-dependent nature of physiological development, a 
return to previous modes may be impossible, requiring ongoing treatment 
that may be profoundly affected by ongoing stressors.

A central consequence of the crosstalk underlying figure 2.3 is that 
there is unlikely to be much in the way of ‘simple’ generalized inflamma­
tory chronic disease. That is, serious comorbidity -  perturbations can res­
onate across the full set of bioregulatory systems -  are not only inevitable, 
but may often be an unfortunate consequence of therapeutic intervention 
as well. Thus, synergistic pairing of medical with appropriate neighbor­
hood/social network interventions -  for humans, a keystone level of orga­
nization in Holling’s (1992) sense -  would be expected to (Wallace and 
Wallace 2004):

(1) Damp down unwanted treatment side effects.
(2) Make the therapeutic alliance between practitioner 

and patient more effective.
(3) Improve patient compliance.
(4) Enhance placebo effect.
(5) In the context of real stress reduction, synergisti- 

cally improve the actual biological impacts of medical in­
terventions or prevention strategies.

Even without pathogenic events or exposures, normal aging may make 
it impossible to provide rates of metabolic free energy needed for routine 
regulation, even in the absence of noxious agencies, leading to increasing dis­
tortion in ordinary physiological activities -  systematic degradation of the 
organism -  causing the spontaneous phenotypic shifts that constitute senes­
cence. The triggering of shifts between quasi-stable system modes by ex­
ternal perturbations leading to generalized inflammation may, in fact, rep­
resent premature senescence, from this perspective. Culturally-appropriate 
cross-scale interventions -  magic strategies -  might well slow, or even, in 
some measure, reverse the effects of, such mechanisms.

While, as Jackson et al. (2007) point out, improvements in living and 
working conditions -  what they characterize as ‘healthy public policy’ -  has 
the most direct impact, reaching traditionally isolated, vulnerable popula­
tions trapped in a pathological historical trajectory, or any population in
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the absence of healthy public policy, will require special focus on keystone 
social network and geographic mesoscales.
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Chapter 10

10.1 Morse Theory

The basic idea of Morse Theory is to examine an n-dimensional manifold 
M  as decomposed into level sets of some function /  : M  -> R  where R  is 
the set of real numbers. The а-level set of f  is defined as

/ _ 1(а) =  {x  £ M  : f ( x ) =  a },

the set of all points in M  with f ( x )  =  a. If M  is compact, then the whole 
manifold can be decomposed into such slices in a canonical fashion between 
two limits, defined by the minimum and maximum of /  on M . Let the part 
o f M  below a be defined as

M a =  / -1 ( —oo, a] =  {x  £ M  : f ( x )  <  a}.

These sets describe the whole manifold as a varies between the minimum 
and maximum of / .

Morse functions are defined as a particular set of smooth functions /  : 
M  —> R  as follows. Suppose a function /  has a critical point x c, so that the 
derivative d f(xc) =  0, with critical value f ( x c). Then, /  is a Morse function 
if its critical points are nondegenerate in the sense that the Hessian matrix 
of second derivatives at x c, whose elements, in terms of local coordinates

'Hij =  d2 f  /дх'дхР,

has rank n, which means that it has only nonzero eigenvalues, so that there 
are no lines or surfaces of critical points and, ultimately, critical points are 
isolated.

The index of the critical point is the number of negative eigenvalues of 
H  at x c.

131
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A level set / _ 1(a) of /  is called a critical level if a is a critical value of 
/ ,  that is, if there is at least one critical point x c 6 / - 1(a).

Following Pettini (2007), the essential results of Morse Theory are:
1. If an interval [a, b} contains no critical values of / ,  then the topology 

of f  [a, v\ does not change for any v € (a, 6]. Importantly, the result is 
valid even if /  is not a Morse function, but only a smooth function.

2. If the interval [a, b] contains critical values, the topology of / - 1[a, v] 
changes in a manner determined by the properties of the matrix H  at the 
critical points.

3. If /  : M  —> R is a Morse function, the set of all the critical points of 
/  is a discrete subset of M , i.e., critical points are isolated. This is Sard’s 
Theorem.

4. If /  : M  —> R is a Morse function, with M  compact, then on a finite 
interval [a, b] С R, there is only a finite number of critical points p of /  
such that f (p )  £ [a, &]. The set of critical values of /  is a discrete set of R.

5. For any differentiable manifold M , the set of Morse functions on M  
is an open dense set in the set of real functions of M  o f differentiability 
class r for 0 <  r <  oo.

6. Some topological invariants o f M , that is, quantities that are the same 
for all the manifolds that have the same topology as M , can be estimated 
and sometimes computed exactly once all the critical points of /  are known: 
let the Morse numbers /и*(г =  0,..., m) o f a function /  on M  be the number 
o f critical points of /  o f index i, (the number of negative eigenvalues of 7i). 
The Euler characteristic of the complicated manifold M  can be expressed 
as the alternating sum of the Morse numbers of any Morse function on M ,

m

x  =
i=1

The Euler characteristic reduces, in the case of a simple polyhedron, to

x = V - E + F

where V ,E , and F  are the numbers of vertices, edges, and faces in the 
polyhedron.

7. Another important theorem states that, if the interval [a, b] contains a 
critical value of /  with a single critical point x c, then the topology of the set 
Мь defined above differs from that of M a in a way which is determined by 
the index, i, o f the critical point. Then Mf, is homeomorphic to the manifold 
obtained from attaching to M a an г-handle, i.e., the direct product of an 
г-disk and an (m — i)-disk.
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Pettini (2007) and Matsumoto (2002) contain details and further 
references.

10.2 Groupoids

A groupoid, G, is defined by a base set A  upon which some mapping -  
a morphism -  can be defined. Note that not all possible pairs of states 
( a , , (ik) in the base set A  can be connected by such a morphism. Those 
that can define the groupoid element, a morphism g — (a j,a k) having the 
natural inverse g~x =  (ot, aj). Given such a pairing, it is possible to define 
‘natural’ end-point maps a(g) =  aj,/3(g) =  ak from the set of morphisms 
G into A, and a formally associative product in the groupoid gig2 provided 
« ( 9152) =  a (g1),/3(gig2) =  /3(g2), and /3(gi) =  a (g2). Then, the product is 
defined, and associative, (д\д2)дз =  91(9293)- In addition, there are natural 
left and right identity elements Xg, pg such that \gg =  g =  gpg-

An orbit of the groupoid G  over A  is an equivalence class for the relation 
aj ~  Gak if and only if there is a groupoid element g with a(g) =  aj and 
/3(g) =  dfc. A groupoid is called transitive if it has just one orbit. The 
transitive groupoids are the building blocks of groupoids in that there is a 
natural decomposition of the base space of a general groupoid into orbits. 
Over each orbit there is a transitive groupoid, and the disjoint union of 
these transitive groupoids is the original groupoid. Conversely, the disjoint 
union of groupoids is itself a groupoid.

The isotropy group of a £ X  consists of those g in G  with a (g) =  a =  
/3(g). These groups prove fundamental to classifying groupoids.

If G  is any groupoid over A, the map (a.,/3) : G —» A  x A  is a mor­
phism from G to the pair groupoid of A. The image of (a, /3) is the or­
bit equivalence relation ~  G, and the functional kernel is the union of 
the isotropy groups. If /  : X  —> Y  is a function, then the kernel of 
/ ,  k er (f )  — [ (x i ,x 2) 6 X  x X  : f ( x  1) =  f ( x 2)] defines an equivalence 
relation.

Groupoids may have additional structure. For example, a groupoid G 
is a topological groupoid over a base space X  if G  and X  are topological 
spaces and a, /3 and multiplication are continuous maps.

In essence, a groupoid is a category in which all morphisms have an 
inverse, here defined in terms of connection to a base point by a meaningful 
path of an information source dual to a cognitive process.

The morphism (a, /3) suggests another way of looking at groupoids. A
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groupoid over A  identifies not only which elements of A  are equivalent 
to one another (isomorphic), but it also parameterizes the different ways 
(isomorphisms) in which two elements can be equivalent, i.e., in our context, 
all possible information sources dual to some cognitive process. Given the 
information theoretic characterization of cognition presented above, this 
produces a full modular cognitive network in a highly natural manner.

10.3 Deterministic finite state automata

A deterministic finite automaton (Kozen, 1997) is represented by a quintu­
ple (Q, E, h, q0, F ) where:

<5 is a finite set of states.
S is a finite set of symbols, the alphabet of the automaton.
h is the transition function h : Q  x  T, Q.
qo 6 Q is the start state.
F  is a set of states of Q  (F  С Q)  called accept states.
An automaton reads a finite string of symbols ai ,. . . ,an, where ^  6 S, 

called in input word, with the set of all words denoted by £*.
A sequence of states qo, q i , ..., qn, where qi £E Q, such that qo is the start 

state and g, =  for 0 <  i <  n, is a run of the automaton on an
input word w =  ai, a2,..., an € £*, where qn is the final state of the run.

A word w € £* is accepted by the automaton if qn 6 F.
An automaton can recognize a formal language. The language L С £* 

recognized by an automaton is the set of all words that are accepted by 
the automaton. The recognizable languages are a set of languages that 
are recognized by some automaton. For different automata, the recog­
nizable languages are different. In particular, nondeterministic pushdown 
automata that recognize context-free languages are characterized by a more 
complicated 7-tuple structure.

It should be obvious that one can express a subset of the conditions in 
which the ‘tuning theorem’ of Chapter 1 applies in terms of finite automata, 
as well as the tuning implicit in figure 2.3.
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